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■ Abstract New electron spin resonance (ESR) technologies have been devel-
oped, which have led to new and improved applications. (a) The development of two-
dimensional Fourier transform (FT) ESR required spectrometers providing intenseπ/2
microwave pulses of very short (3–5 ns) duration, wide bandwidths, and very short
dead times. It has enabled studies that resolve sophisticated details of molecular dy-
namics in complex fluids. (b) Methods that produce multiple quantum coherences by
pulsed ESR now enable accurate measurements of large distances (>12Å). (c) One
of the most important advances has been the extension of ESR to high magnetic fields
and high frequencies. This has benefited from the utilization of quasi-optical methods,
especially above 150 GHz. The greatly improved orientational resolution and the faster
“snapshot” of motions that are provided by ESR at high frequencies enhance studies of
molecular dynamics. The use of both high and lower frequencies enables one to unravel
faster and slower modes from the complex dynamics of fluids and macromolecules.
(d) The development of FT-ESR imaging required substantial pulsed field gradients
lasting only 50–100 ns. ESR imaging is effective in studying diffusion in fluids. Areas
for further development are also described.

INTRODUCTION

Electron spin resonance (ESR) (or electron paramagnetic resonance) has been ex-
periencing a renaissance in the past 15 years, in some ways similar to that of nuclear
magnetic resonance (NMR) (1) 1 or 2 decades earlier. Although most commer-
cially produced spectrometers in use are still of the conventional cw design, albeit
with such modern upgrades as computer control, and are operating at or near the X-
band frequency of 9.5 GHz (with 35 GHz the next most popular), there have been
major extensions, usually homemade, to much higher frequencies, to pulse and
Fourier transform (FT) spectrometers, and to (low-frequency) ESR imagers. The
instrumental challenges have been manifold, but new and improved applications of
ESR are, we hope, even greater. It is my intention in this chapter to review the new
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technologies, instrumental developments, their applications, and areas for further
development. In this, I am largely motivated by applications of ESR to studies of
molecular dynamics in fluids with chemical physical and biophysical applications,
although I touch on other topics. Space limitations and personal interests further
constrain this review. Previous related reviews have included those by Dalton et al
(2) and by Stehlik & Möbius (3), as well as by Levanon & Möbius (4).

PULSED ESR, TWO-DIMENSIONAL 2D–FT-ESR

Overview

Let us first consider time-domain ESR, in particular pulsed ESR. Earliest develop-
ments date from Mims et al (5, 6), followed by the Novosibirsk groups (7, 8). Their
focus was largely on solids, typically at low temperatures. Recent extensive devel-
opments in this regime have been provided by Schweiger and coworkers (9–11),
Thomann & Bernardo (12), Hoffman et al (13), and many others (14–16). This is a
regime of long relaxation times (often achieved by working at the lowest possible
temperatures), making it possible to perform extensive pulse sequences in order to
carry out one’s objectives. However, the spectra generally have a very wide extent
(especially in the case of transition-metal ions), so it is only possible to irradiate
small portions at any one time, i.e. this is typically the regime of selective pulse
sequences.

More challenging technological requirements are met in developing pulsed ESR
for studies of dynamics in fluids. Here relaxation times are as low as nanoseconds
for T2s, butT1s are often substantially longer (microseconds) for nitroxide spin
labels. The challenges here are (a) to supply intense enough microwave radiation
pulses that the electron spins can be rotated by angles ofπ/2 in times short
compared withT2, and (b) to have spectrometer dead times short enough that
signal decay due toT2 is not so great as to have completely quenched the signal
after the dead time. As a by-product, it will be seen that short, intense pulses and
short dead times are also the natural requirements for conducting FT experiments,
wherein the whole spectrum is irradiated by a pulse of short duration, and one
starts collecting either the free induction decay (FID) or the echo decay as soon
after the pulse(s) as possible. Once the FID is collected, then it becomes possible
to perform two-dimensional (2D)-FT ESR experiments (cf Figure 1), by analogy
to 2D-NMR.

Early FT-ESR

Hornak & Freed (17) analyzed the challenge of performing FT-ESR, and they
provided an experimental demonstration using a semiquinone with a spectral extent
of ca 20 MHz. An earlier example of an FID in the liquid state was provided by
Eliav & Freed (18), who distinguished between a transient photoelectron and a
solvated electron by their different FT spectra. Another example was provided
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Figure 1 Two-dimensional electron double resonance (ELDOR) at 17.3 GHz. The time
domainSc− spectrum showing ESR timescale; from phospholipid that is end chain labeled
with nitroxide (16-PC) in lipid vesicles (46). (Inset) Pulse sequence.

by Lebedev and coworkers (19). These latter observations could be obtained with
older conventional ESR techniques. That is, given the limited spectral extent of ca
±10 MHz, longπ/2 pulses of ca 25–30 ns, a rotatingB1 of (3 G) could be used, and
with T2s greater than 1µs, 150- to 200-ns dead times could be tolerated. In addition,
a conventional box-car integrator was used to separately collect each point of the
FID. [Also, this “older” technology could be used to perform 2D–electron-spin-
echo experiments on very viscous fluids, where one steps the magnetic field using
selective pulses (20, 20a).] This contrasts with the new technology, which was
directed to spectral extents of ca±50 MHz,T2s of several hundred nanoseconds,
and an averaging transient digitizer that provided effective 1- to 5-ns time stepping,
to collect many points along each FID.

Development of 2D–FT-ESR

The “modern era” of pulsed ESR in fluids started in 1986 when Gorcester & Freed
(21) and Gorcester et al (22) obtained the first 2D–FT-ESR experiments collecting
either the FID or the echo decay on nitroxides in liquid solutions in the fast motional
regime with pulse widths of 15 ns. At about this time, others (23–25) were col-
lecting FIDs of organic radicals with spectral extents of ca±10–25 MHz andT2s
of microseconds. Further improvements, including extensive use of phase-cycling
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sequences to cancel instrumental imperfections and unwanted coherence pathways,
permitted a quantitative study on Heisenberg spin exchange (HE) (26). Unlike
cw studies, where concentration-dependent measurements are required to extract
the HE rates, a single 2D-exchange experiment is sufficient for its determination.
Angerhofer et al (27) then showed how this approach applied to chemical exchange.
In a further study, Gorcester et al (28) showed how rotational dynamics could be
effectively studied in a liquid crystal containing a nitroxide probe by a combination
of 2D-exchange (now called 2D-ELDOR, for 2D electron spin–double resonance)
(cf Figure 1) and 2D spin-echo experiments. They enabled one to separate the three
relevant spectral densities—jDD(0), jDG(0), andjDD (ωn)—arising from dipolar and
g-tensor interactions, which could not be achieved by conventional cw line-width
measurements. In addition, inhomogeneous line-width contributions (a significant
problem, especially with oriented samples) are cancelled out in the spin-echo ex-
periments but not in cw experiments. This enabled a more accurate assessment of
relevant motional models. Miick & Millhauser (28a) have shown how 2D-ELDOR
effectively delivers HE rates for spin-labeled peptides in aqueous solution.

What remained was the challenge of performing 2D-ELDOR and COSY (cor-
relation spectroscopy) experiments over the whole motional range: fast motional to
slow motional to the rigid limit, using nitroxide spin probes. Here the challenges
were generating very short (and intense)π/2 pulses of 5 ns or less to irradiate
spectra that are 220 MHz wide, and to have this wide a bandwidth in the res-
onator. The solution proved to be the use of a special loop gap resonator with
very low Q (ca 40–50) and a large filling factor (29, 30). Froncisz & Hyde (31)
had extensively developed the loop gap resonator largely for cw-ESR; Hornak &
Freed (32) had pointed out its virtues for pulsed ESR; Pfenninger et al (33) had
developed a useful variant, a bridged loop gap resonator. Patyal et al (29) were
able to adapt the design to provide the wide bandwidths. Their work indicated the
value of the ESR-SECSY (spin-echo correlation spectroscopy) and 2D-ELDOR
experiments in the slow-motional regime. It was, however, found that reduced
dead times, better spectral coverage, and better spectrometer performance were
required to avoid spurious signals resulting from, for example, pulse interactions
before quantitative studies could be performed. In addition, a slow-motional theory
for these experiments was required.

Complex Fluids Studied by 2D-ELDOR

Once such improvements were made, it became possible to perform detailed stud-
ies on complex fluids (34, 35). These included phospholipid membrane vesicles
(cf Figure 1) (34, 35), liquid crystalline solutions (36, 37), and liquid crystalline
polymers (38). A key feature was dead times of ca 50–60 ns. A detailed theory of
2D–FT-ESR in the slow motional regime was provided by Lee et al (39), which
enabled quantitative analysis of these 2D spectra. In the case of 2D-ELDOR, si-
multaneous fits of experiments at several mixing times,Tm, provided, in effect,
a third dimension. One could watch how the cross peaks grow in relative to the
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auto peaks with increasing mixing time, (cf Figures 2 and 3). This supplies quanti-
tative information on the nuclear-spin-flip–inducing processes of both HE, which
reports on translational diffusion, and the intramolecular electron-nuclear dipolar
interaction, which reports on the tumbling motions.

In addition, the line shapes of the auto and cross peaks are particularly infor-
mative. In fact, there are two types of line shapes provided by the COSY and
2D-ELDOR experiments. They arise because the experiment provides two types
of 2D spectrum, depending on the coherence pathway: One is FID-like (sometimes
referred to as the anti-echo) and the other is echo-like, i.e. there is a refocusing
of the inhomogeneous broadening (IB) terms in the spin-Hamiltonian leading to
their cancellation in the echo formation. The echo-like (orSc−) 2D signal can in
fact be transformed to provide just the homogeneous broadening (HB) along one
frequency dimension,ω1, whereas the other frequency dimension,ω2, provides
essentially the cw spectrum. This transformation takes one from the COSY to the
SECSY format. In the 2D-ELDOR spectrum, this same transformation will yield
the HB for the auto peaks, but the cross peaks will be affected by any differences
in the IB existing between the two spectral lines connected by that cross peak. Thus,
the 2D-ELDORSc− spectrum provides detailed information on spin relaxation
via the cross-peak development and the HB of the auto peaks, whereas the differ-
ences in IB show up in the cross peaks. The FID-likeSc+ 2D spectra include the
full effects of inhomogeneous broadening. The 2D-SECSY format is particularly
useful for ultraslow motions, for example macromolecules in viscous media (39a).

Membrane Vesicles Lee et al (39) showed that taken together, theSc− andSc+
2D-ELDOR spectra are especially useful for the study of the dynamics and struc-
ture of complex fluids. This is because complex fluids typically show a microscopic
structure, such that molecular tumbling occurs with respect to this structure, which
provides the local orientational alignment. This can be readily appreciated in the
case of lipid membranes. If they are macroscopically aligned, then one would
observe the different “single–crystal-like” spectra obtained for each orientation
of the membrane normal with respect to the constant magnetic field. Membrane
vesicles, however, simultaneously have membrane components at all angles with
respect to the magnetic field, and they thereby provide “powder-like” spectra. The
extent of the local ordering is thus reflected in the IB, and details about the aligning
fields can be obtained from the differences of the IB for the different hyperfine (hf)
lines. At the same time, theSc− spectra permit one to obtain dynamics from the
homogeneousT2s and the development of the cross peaks with mixing time. Such
a program was carried out by Patyal et al (34, 35) using several different nitroxide
spin labels in phospholipid membrane vesicles to obtain accurate dynamic and
ordering parameters.

In general, one finds that the 2D-ELDOR spectra from membrane vesicles show
more dramatic changes as the membrane properties are varied. This can even enable
simple interpretations of these spectra just in terms of pattern recognition.For
example, in Figure 3, 2D-ELDOR contour plots as a function of mixing time,
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Tm, are shown for the spin-labeled lipid, 1-palmitoyl-2-(16-doxyl stearoyl)phos-
phatidylcholine (16-PC) in pure lipid vesicles and for a lipid-cholesterol mixture
in the ratio 1:1. The former is in the standard liquid crystalline phase, whereas
the latter is in a “liquid-ordered” (LO) phase (40). The spectra are qualitatively
different, emphasizing that the LO phase exhibits significantly greater ordering
than the liquid crystalline phase at 51◦C. The increased microscopic ordering
leads to increased IB affecting the spectra from the LO phase. In addition, the
restriction of the range of orientational motion, due to the microscopic ordering in
the LO phase, shows up as a much slower development of cross peaks vsTm.

The Slowly Relaxing Local Structure Model In addition to the microscopic
ordering but macroscopic disorder (MOMD) (41) that gives rise to complex inho-
mogeneous line shapes, these spectra are often in the slow-motional regime, i.e. the
motions are too slow to provide complete averaging of the rigid-limit line shapes.
This is another source of IB that is effectively dealt with in the theory of Lee et al
(39). The large inhomogeneities one obtains mean that theSc+ spectra often decay
during the 50- to 60-ns dead times to unobservable levels, and only theSc− spectra,
with their substantial cancellation of IB, can be observed. On the other hand, these
slow motional spectra provide more insight into the microscopic details of the
molecular dynamics because their timescales are comparable. It was found that
for complex fluids, a more sophisticated model than the MOMD model was needed
to analyze the 2D–FT-ESR spectra in order to achieve reasonably good agreement
with experiment. The precise model that has been utilized is known as the slowly
relaxing local structure (SRLS) model (42–44). It differs from the MOMD model
in that the local structure sensed by the reorienting spin-probe (or spin-label) is
itself allowed to relax, but on a longer timescale. This more sophisticated model
involves additional parameters to be fit: viz the relaxation rates of the anisotropic
potential characterizing the structure (or cage) around the spin probe (44), as well
as the orientation of the symmetry axes for this structural relaxation relative to the
symmetry axes for its aligning potential (45).

Oriented Liquid Crystals Sastry et al (36, 37) used studies on the macroscopi-
cally aligned liquid crystal solvent 4O,8 (butoxy benzylidene octylaniline) to test
the applicability of the SRLS model. This is a liquid crystal that exhibits many
phases as a function of temperature, including isotropic, nematic, liquid-like smec-
tic A, solid-like smectic B, and crystalline phases. They found consistently better
fits using a SRLS model (in addition to the macroscopic liquid crystalline orient-
ing potential) than with the standard simpler model that does not include any local

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 2 Two-dimensionalelectron double resonance (ELDOR) at 17.3 GHz showing
effect of peptide gramicidin A (GA) on dynamic structure of lipid membrane containing
(end chain) nitroxide labeled lipid (16-PC) at 75◦C. (A) Pure lipid, mixing time,Tm =
400 ns. (B, C, D) 1:1 lipid to GA withTm = 400 ns, 50 ns, and 1.6µs, respectively (56).
DPPC, dipalmitoyl phosphatidylcholine.

A
nn

u.
 R

ev
. P

hy
s.

 C
he

m
. 2

00
0.

51
:6

55
-6

89
. D

ow
nl

oa
de

d 
fr

om
 a

rj
ou

rn
al

s.
an

nu
al

re
vi

ew
s.

or
g

by
 C

O
R

N
E

L
L

 U
N

IV
E

R
SI

T
Y

 o
n 

01
/1

2/
10

. F
or

 p
er

so
na

l u
se

 o
nl

y.



P1: FUI

August 17, 2000 18:35 Annual Reviews AR109-23

662 FREED

Figure 3 Two-dimensionalelectron double resonance at 17.3 GHz vs mixing time,Tm,
of 16-PC in liquid crystalline phase from pure lipid vesicles (left side) compared with
16 PC in liquid-ordered phase from 1:1 ratio lipid to cholesterol (right side) at 50◦C.
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structure. In general, the cage potential is of the order of kT (where k is Boltzmann’s
constant andT is temperature) to several times kT. An interesting observation was
made with the large rigid cholesterol-like nitroxide (CSL) probe (36). It was found
that at the SA→SB transition (i.e. the transition from the liquid-like to solid-like
smectic phase), the local structure potential drops significantly, whereas the macro-
scopic aligning potential increases by almost the same value. This indicates that
most of the local structure “freezes out,” and thereby contributes to the macroscopic
alignment. The results with a small nitroxide probe, perdeuterated tempone (PDT)
(37), show more clearly an effect previously inferred from cw-ESR. The PDT is
gradually expelled from the more highly ordered hard-core region toward the more
flexible aliphatic chain region as the temperature is lowered, as a result of increased
core packing from the smectic layer formation, and it thus experiences a fluid local
cage structure even as the temperature is reduced. In another 2D–FT-ESR study
on a liquid crystalline polymer, the SRLS model was effective for the results in the
fluid phase, whereas the MOMD model was sufficient in the solid phase (38). [An
earlier version of pulsed ELDOR using selective pulses, known as field-stepped
electron-spin-echo ELDOR (20a), has been used by Spiess and coworkers (45a)
in a 2D format to study polymers in the solid state at low temperatures.]

These studies, in aligned liquid crystal solvent, demonstrated the very exten-
sive relaxation, dynamic, and structural information that one can obtain from 2D-
ELDOR experiments performed as a function of mixing time. In all, 10 such
parameters could be effectively extracted. They include the two-term (asymmet-
ric) macroscopic orienting potential in the liquid crystalline phases, the axially
symmetric diffusion tensor for the probe, its two-term orienting potential in the
local structure or cage, the relaxation rate for the cage, the residual homogeneous
T−1

2 due to processes other than the reorientational modulation of the14N dipolar
and g-tensors, the residual (Gaussian) inhomogeneous broadening not due to the
specific slow-motional contributions from the14N hf and g-tensors, and the overall
T1 for the electron-spins. (The concentration was kept low enough that the HE rate
was negligible.) These constitute virtually all the parameters that one can hope to
obtain from any ESR experiment(s) on spin relaxation in a complex fluid!

Recent Technical Development

Signal-to-Noise Ratio and Frequency DependenceFurther improvements in
modern pulsed ESR techniques clearly required (a) reduced dead times, (b) more
intense and shorterπ/2 pulses, and (c) increased signal-to-noise ratio (SNR). A
successful effort was made to address these issues by Borbat et al (46), who ex-
tended 2D–FT-ESR techniques to 17.3 GHz (Ku band). One generally expects
to achieve improved sensitivity by going to higher frequencies. Borbat et al have
analyzed this for FT-ESR spectroscopy (46). For the case of keeping the resonator
filling factor and the spectral bandwidth constant, they find thatNmin ∝ ω−7/2,
but (N/Vs)min ∝ ω−1/2, whereNmin is the minimum number of spins,ω is the
(angular) frequency, andVs is the sample volume. Further details may be found
elsewhere (46).
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Thus we see that by going to higher frequencies, it should be possible to sig-
nificantly improve sensitivity and/or spectral coverage. [Additional discussion of
frequency dependence of sensitivity may be found elsewhere (47).]

Dead Time The dead time is arguably the most important feature of a fast-pulsed
ESR spectrometer (46). That is, the signal after the dead time,τ d, for FID detection
is S∝ N exp[−τd/T∗2 ], whereT∗2 is the FID time constant. For echo detection, it
is S∝ N exp[−2τd/T2], with just the homogeneousT2 affecting the decay. Thus
a largeτ d has more serious implications for the SNR than a reducedN. Borbat
et al describe the key factors that affectτ d and how they succeeded in reducing
τ d to 25–35 ns (46). They suggest that use of a bimodal resonator (48), which
provides good (ca 30–40 dB) isolation between the irradiating and detecting arms
of the bridge, could reduceτ d to as short at 10–15 ns. Additional improvements
might be achievable by the use of a bucking circuit designed to partially cancel
the pulse signal before it reaches the detector (49).

Intense Pulses We now consider the challenge of more intense pulsedB1 fields
to allow for shorter pulses that provide greater spectral coverage. So far, the best
conditions that have been achieved yield about 30 G forB1 in the rotating frame
corresponding to 3.2-nsπ/2 pulses when using a 2-kW power source and a small
dielectric ring resonator at 17.3 GHz (6.5× 2.8× 5 mm). One may increase
the B1 fields by using even smaller resonators at the expense of sample size.
Alternatively higher-power TWT amplifiers (e.g. 10 kW) could be used. Specially
tailored composite pulsing is a way to improve coverage without actually increasing
B1 (50). Another approach would be based upon a pulse compression method (51).
In nearly all cases, 2D–FT-ESR spectra require extensive phase corrections to
obtain pure absorption. Procedures for motionally narrowed spectra have been
described by Gorcester & Freed (26, 52) and Gorcester et al (53) and for slow-
motional spectra by Saxena & Freed (54). In the past, extensive use was made of
magnitude spectra, which require no phase corrections, at the expense of spectral
resolution (54).

Multifrequency Pulse Spectrometer The state-of-the-art pulsed 9.3/17.3 GHz
2D–FT-ESR spectrometer of Borbat et al (46) has a sensitivity at 17.3 GHz, cor-
responding to a minimum number of detectable spins (SNR= 1) of 6× 1013

spins/s1/2 for a 2D experiment, which is close to their theoretical estimate of
2 × 1013 spins/s1/2. This was achieved with 5-nsπ/2 pulses, aQL = 90, and
a 10-kHz repetition rate. They could obtain very good 2D spectra (SNR∼ 4000)
in 20 min using 10 nmol of spin probe. This means good signals (SNR∼ 200)
could be achieved with 0.5 nmol of spin probe, or about 150 pmol in 3 h. of data
acquisition. They estimated that a signal digitizer faster than theirs (which was at
200 Msps), as well as repetition rates greater than 10 kHZ, could reduce the mini-
mum number of spins by a factor of 5. Also, they found that the concentration sen-
sitivity at Ku band was four to eight times better than they could achieve at X band.
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Meeting the Challenge: Lipid-Peptide Interactions

The virtues of the improved 2D–FT-ESR technology were well demonstrated in
studies of the effect of the peptide, gramicidin A (GA), on the dynamic structure
of model membranes. Patyal et al (55) clearly showed by 2D-ELDOR that the
principal effect of adding GA to the liquid and crystalline phase was to decrease
both the rotational and translational rates of the end chain–labeled lipids, with no
significant change in the local ordering. The changes in the 2D-ELDOR spectra
on adding GA were much more dramatic than the changes in the cw-ESR spec-
tra, clearly emphasizing the much greater sensitivity of the former to molecular
dynamics. However, these studies, performed at 9.3 GHz with aτ d of 50–60 ns,
related just to the bulk lipids. They showed no clear indications of the so-called
boundary lipids that coat the peptide. Evidence for the boundary lipid exists in
cw-ESR spectra but is of very limited resolution. Patyal et al argued that its ab-
sence in their 2D-ELDOR experiments was due to the fact that its homogeneous
T2 is too short to permit it to be seen after a spin-echo dead time, 2τd ∼ 100–
120 ns. This implied that it is in the slow motional regime (but not yet close to
the rigid limit). More recently Borbat et al (56), using 17.3-GHz 2D-ELDOR with
its increased SNR and decreased dead times (2τd∼ 50–60 ns), have been able to
obtain 2D-ELDOR spectra that clearly show the presence of two components, viz
the bulk lipid component, previously seen by Patyal et al (55), which shows rela-
tively fast dynamics, and a second, the presumed boundary lipid, which grows in
as GA is added (cf Figure 2). Its 2D-ELDOR spectrum is clearly that of a more
slowly reorienting lipid, as expected. However, even at these short dead times, it
was found that the low-frequency hf-component auto peak and its associated cross
peaks were difficult to see above the noise level (even for the sharper bulk lipid
spectrum) because itsT2 ≤ 10 ns is very short. In addition, simulations of these
spectra show that additional rapidly relaxing features of the bulk and boundary
lipid spectra have decayed away. These important spectral sources of information
would require even shorter dead times, 2τd< 20–30 ns.

Additional 2D–FT-ESR studies on fluids have been performed (57–60). Other
time-domain techniques for fluids include time-resolved ESR, which has been used
extensively for electron-spin polarization (CIDEP) studies (61–64) and saturation
recovery (65–67).

MULTIPLE-QUANTUM ESR: DISTANCE
MEASUREMENTS

Overview: Double Quantum Coherence

The determination of distances within and between molecules has become an
important application of ESR, with its many aspects summarized in a new mono-
graph (68). Here we emphasize what is the newest, and probably one of the most
powerful for measuring longer distances,>12Å. It is based upon double quantum
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coherence (DQC) pulsed ESR methods, which have only been developed in the
past few years (69–72). [Here multiple quantum refers to interacting spins, as in
NMR. Hyde and coworkers (73) have developed a very different multiple quan-
tum ESR technique, which involves the absorption/emission of many photons or
radiation quanta in a cw saturation experiment.]

Basic electron-spin-echo (ESE) methods had been extensively applied in the
1970s and 1980s to study distances as well as distributions of spins (7, 8, 74).
To overcome several of the weaknesses of these ESR methods, two improved
ESE techniques were introduced: double electron-electron resonance (DEER or
PELDOR) (75, 76) and 2+ 1 ESE (77, 78) that use selective pulses (although the
2+ 1 technique would be consistent with nonselective pulses).

Initially, Saxena & Freed (69) were able to obtain DQC signals from a bilabeled
synthetic peptide at 9.3 GHz using a sequence of five pulses of about 15–17 G.
They did not correspond to standard DQC pathways, and these workers ascribed
their observation to a “forbidden” coherence pathway that arises from the fact that
γeB1 is not much greater thand, the dipolar interaction between the two nitroxide
spin labels following an analogous case in NMR (79). They then carried out rigor-
ous numerical calculations (70), which enabled them to calculate this signal and to
assign a distance of ca 20Å between the labeled ends of the peptide, in agreement
with their preliminary assessment. But this experiment suffered from weak signals
and difficulty in the precise adjustment of theB1 field to its optimum value.

Pulse Sequences

With the shorter dead times and shorterπ/2 pulses of the Borbat et al pulse
spectrometer operating at 17.3 GHz (46), Borbat & Freed (71, 72) were able
to achieve strong allowed DQC signals that were comparable to standard single
quantum (SQ) signals, and they could be obtained routinely in a variety of bilabeled
nitroxide systems in both disordered and oriented solids. They introduced three
different pulse sequences. Their four-pulse sequence involves a firstπ/2 pulse that
converts the spins at equilibrium into SQ coherence (SQC), represented by spin
operatorsS1y andS2y, which evolves during preparation timetp under the effects of
the dipolar interaction into antiphase SQC (represented by spin operatorsS1x S2z,
S1yS2z, and those obtained by permuting spin indices 1 and 2). The secondπ/2
pulse produces the DQC (S1x S2y+ S1yS2x), which evolves during a period 2t1,
with a refocusingπ pulse placed at the middle of this period. The thirdπ/2 pulse
converts the DQC back into anti-phase SQC, which then evolves during timet2
into observable SQC (S1y and S2y), forming an echo att2 = tp. One collects the
echo envelope as a function oftp. Extensive phase cycling is utilized to select
only this coherence pathway from the many others that are created by this pulse
sequence.

The theoretically most desirable pulse sequence utilized by Borbat & Freed
(71, 72) is the six-pulse sequence:π/2–tp–π–tp–π/2–t1–π–t1–π/2–(tm− tp)–π–
(tm − tp)–echo. The inclusion of the threeπ pulses refocuses the coherences at
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Figure 4 Six-pulse double quantum (DQ) coherence time domain signal, from rigid or-
ganic radical that is nitroxide labeled at both ends in frozen solution at−62◦C, showing
dipolar modulation. It yields the distance between nitroxides of 28.8± 0.5Å. (Inset) Pake
pattern obtained by Fourier transforming (F.T.) time domain signal (72).

each stage. This sequence is used with constanttm, whereastp is varied. The
echo envelope is recorded as a function oftξ ≡ tm − 2tp, which has a range of
(−tm, tm). This sequence is thus virtually “dead-time free”, and it eliminates any
T2 relaxation decay vstξ (cf Figure 4). Their approximate theory provides the
following:

V6,DQ(1�1,1�2, r, tp) = V6,DQ(1�1,1�2) sin(atp) sin[a(tm − tp)]
B1→∞−−−−→−sin(atp) sin[a(tm − tp)] = −1

2
[cos atξ − cosatm].

where a= d+ 2J with the dipolar interactiond= γ 2
e η(1− 3 cos2 θ)/r 3 and

exchange interactionJ for a radical pair separated by a distancer with θ the
angle betweenr and the direction of the static magnetic field. Here1�1 and
1�2 represent the resonance frequency offsets of electron spins 1 and 2. The
functionV6(1�,1�2) is a measure of the extent of coverage by the microwave
radiation, i.e. it depends on|1�1/γeB1| and|1�2/γeB1|. 1�1and1�2 depend
on the orientations of the dipolar and g-tensors for nitroxides 1 and 2, respec-
tively, on the molecule, and in general they can be correlated with theirr vec-
tor. This can significantly complicate the analysis when one integrates over all
the molecules, especially because such correlations are not known a priori. A
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simple case exists when they are not correlated. Then one can separately av-
erage the term in sin(atp) sin[a(tm − tp)]. An even more favorable case is the
limit of nonselective pulses (i.e.B1→∞) wherein V6DQ(1�,1�2, r, tp) →
−1/2[cosatζ − cosatm], and the signal becomes independent of any resonance
offsets. Integration of this function overθ , as appropriate for a disordered solid,
followed by an FT, yields the classic Pake doublet pattern from which the value
of 1/r 3 is readily extracted. In particular, shoulders in the Pake doublet are
seen that correspond to the canonicalθ = 0 andπ/2 orientations, (cf Figure 4).
Borbat & Freed (71, 72) also show Pake doublets for oriented samples such that
θ = 0 or π/2.

In the case of spectra of limited spectral width (ca 5 G), Borbat & Freed (71)
achieved theB1→∞ limit. However, their use ofB1 ≈ 30 G precluded reaching
this limit for the nitroxide biradicals. As is well-known,π -pulses require twice
theB1 asπ/2-pulses in order to have the same pulse width and thereby to achieve
the same bandwidth. Instead they had to useπ -pulses of approximately twice the
pulse width (i.e. 6.2 ns), which reduced spectral coverage, leading to some signal
attenuation.

Thus, we find two reasons why it would be desirable to increaseB1 for these
DQC experiments: (a) Better coverage would provide a better SNR because a
greater fraction of the spins will be properly irradiated, and (b) it would reduce
the need for corrections in the analysis arising from correlations between coverage
factors and the orientation of ther vector. Estimates show that for nitroxides,
B1 ∼ 60 G would significantly improve both matters compared with theB1 ∼ 30 G
that was used (72).

Advantages of DQC in Distance Measurements

The main advantages of this DQC method compared with the excellent DEER
method developed by Tsvetkov’s group (76) are as follows: (a) Signals are sig-
nificantly stronger because DEER requires selective pulses that irradiate only
small fractions of spins, which results in (b) lower-concentration samples that
can be studied, which is important for biological samples; and (c) it is possi-
ble to suppress the effects of correlations between coverage factors andr in the
DQC, but this is not the case for DEER (72). DEER, on the other hand, does not
have any interferences from electron-spin-echo envelope modulation (ESEEM) be-
cause it is an incoherent method, but Borbat & Freed do find they can suppress the
ESEEM in the DQC experiment, and/or the ESEEM oscillations occur at markedly
different frequencies than the dipolar-induced DQC oscillations. DQC can be suc-
cessfully performed with smallerB1 fields, and it does not require two microwave
frequencies as does DEER (76, 80).

Finally, the techniques introduced by Borbat & Freed for DQC and zero quantum
coherence can be adapted to generate higher-order coherences, again by analogy to
NMR (1). This would enable the study of several interacting spin-labeled systems
(e.g. protein or polymer aggregates), a potentially valuable application. These
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experiments would benefit from the development of accurate, digitally controlled
phase shifters that could provide a wide range of phase shifts as needed to filter the
different coherence orders. Additionally, the development of pulsed field gradients
(cf section on ESR imaging) of 10–100 G/cm, which can be switched on and off in
several nanoseconds in order to cancel unwanted coherences (as is done in NMR),
would enable one to simplify the phase cycling.

All in all, these DQC experiments, with their sophisticated pulse sequences and
their filtering of just the desired coherence pathways, clearly demonstrate that with
rapid current development of pulsed microwave instrumentation, pulsed ESR is
now poised to exploit many sophisticated pulse methods developed in NMR that
are based upon the ability to perform (nearly) nonselectiveπ/2 andπ pulses. It
still remains a challenge to carry these sequences out at or near room temperature,
whereT2 remains short.

HIGH-FIELD/HIGH-FREQUENCY ESR

Overview

One of the most important instrumental advances has been the extension of ESR to
high magnetic fields and high frequencies (HFHF) corresponding to the millimeter-
wave region. Although there had been previous use of far-infrared (FIR) spec-
troscopy that included applied magnetic fields in solid state physics (81–83), mod-
ern HFHF ESR with high SNR and high spectral (and magnetic field) resolution
was introduced by the research group of Lebedev in Moscow (84, 85). Their
150-GHz spectrometer (operating at 5.4 T) corresponding to 2-mm wavelength
involved sophisticated application of microwave technology (e.g. waveguides
and cavity resonators). This pioneering tour de force took high-sensitivity, high-
resolution ESR to the maximum frequency at which microwave technology could
sensibly be used. Many useful applications of HFHF ESR were presented by
Lebedev and his group during the 1980s (85).

Quasi-Optics

The question remained how to take high-resolution ESR to higher fields and
frequencies. Freed and coworkers showed that the answer lay with the use of
millimeter-wave quasi-optical technology, when they reported on a 9-T, 250-GHz
(i.e. 1.2 mm) HFHF ESR spectrometer (86, 87). This is in the “near-millimeter”
range (i.e. wavelengths of 2–0.1 mm), which corresponds to the long wave-
length end of the FIR regime. [The Grenoble group were meanwhile extend-
ing the simpler solid state type of FIR technique, referred to above, to the higher
magnetic fields (88).] Quasi-optics refers to the fact that at FIR frequencies, one
uses techniques that are a natural extension downward in frequency from optical
techniques. Quasi-optics thus applies when a geometrical optics description, valid
at visible wavelengths, no longer applies. Geometrical optics corresponds to a ray
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description of radiation that ignores its wave-like properties (e.g. point focus and
nondiffracting beams). In the FIR, where wavelengths∼1 mm, and with optical
structures having linear dimensions of a few centimeters, geometrical optics is no
longer valid. In fact, diffraction plays a crucial role in the system behavior. This is
described, to a good approximation, by Gaussian beams, which are modified plane
waves whose amplitude decreases as one moves radially away from the optical
axis (89, 90). The simplest, or fundamental, Gaussian beam has an exp(−ρ2/w2)

radial dependence, whereρ is the radial distance from the optical axis andw is
the position-dependent 1/e radius of the electromagnetic field (90). The phase
of a Gaussian beam also differs from that of a plane wave due to diffraction
effects.

Quasi-Optical Transmission Spectrometer

The original 250-GHz ESR spectrometer of the Freed group is a transmission
mode design, wherein a quasi-optical lens train was used to propagate the beam
from source to Fabry-Perot (FP) resonator and then on to the detector (86, 87). The
quasi-optical lens train mainly consisted of a series of longer (4.5 inch) focal length
primary lenses that refocus the diverging beam and thereby propagate the beam
over substantial distances. This method of propagation is much more efficient than
that of waveguides; the loss incurred by the lenses over a 54-inch path length is
only 2 dB, whereas the theoretical loss of WR-4 waveguide over the same dis-
tance is 16 dB. Also, quasi-optical feed horns in conjunction with focusing lenses
are used to launch the linearly polarized beam from the source and to collect
the beam into the detector. Similarly, the radiation is coupled into and out of
the FP resonator with two conical feed horn/focusing lens pairs. The FP res-
onator was semi-confocal (to permit placing a sample on the flat bottom mirror)
with a mode number,ν= 20 (i.e. approximately the number of half-wavelengths
between the mirrors), and provided with coupling holes located at the centers
of both mirrors. One tunes the FP resonator to the precise resonance frequency
of the source (249.9 GHz) by tuning the distance between the two mirrors. For
such a multi-mode resonator, theQL = f ν, where the finessef = λ/1λ, with
λ the tuning length between successive modes, and where1λ is the full width
of a single resonator mode. [Möbius and coworkers used a FP resonator in their
microwave-based ESR spectrometer at 94 GHz (91).] The superconducting magnet
used provides up to 9.4 T and is sweepable, requiring a relatively low impedance.
It has a homogeneity of 3 ppm over a sphere of 1-cm radius. In addition, a
lower-impedance superconducting sweep coil provides more rapid sweeping over
about 0.1 T.

Subsequent improvements of this transmission mode design have led to a very-
high-sensitivity spectrometer whereMNmin

∼= 1.5× 107 spins/G (89, 92). Here
M ≡ 1Bmod/1Bpp, where1Bmod is the modulation amplitude and1Bpp is
the peak-to-peak derivative line width of the broadest feature. For anM ≈ 1/8,
this corresponds to anNmin

∼= 1× 108 spins/G. These sensitivity figures were
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obtained from a spectrum from six oriented spin-labeled muscle fibers (radius
ca 10µm) containing at most 3× 1010 spins with a1Bpp≈ 40 G using an InSb
hot electron bolometer (93) and 80-kHz field modulation. It is close to the opti-
mum expected with the transmission design and using InSb bolometer detection
(cf below) (89). Similarly low values were obtained by Lebedev (85) at 150 GHz
using microwave technology. We found that in homodyne operation, hot electron
bolometers perform significantly better as detectors than Schottky diode detec-
tors (94, 95), especially when the background power can be suppressed, as in the
shunt resonator discussed below, but their responses are too slow for pulse ex-
periments.

Signal-to-Noise Considerations

What, then, are the applications and virtues of HFHF-ESR? Clearly, the increase
in absolute sensitivity demonstrated by the above results is important. Earle et al
(89), in their analysis of FIR–cw-ESR spectrometers, predicted a linear increase
with ω of sensitivity, provided the technology remains unchanged. The actual
situation is not so simple. Thus, asω and B0 increase, line widths in most (but
not all) cases are observed to increase, thereby acting to reduce sensitivity. Also,
as line widths increase, it becomes more difficult to provide sufficient modulation
amplitude (MA), which further reduces the actual sensitivity. In addition, given
the smaller wavelengths, one usually works with smaller samples, especially if
they are lossy, implying that one may have to be operating closer to theNmin.
Thus, methods to overcome the insufficient MA and/or to load up more sample
into the high-frequency resonators would be of considerable value. Also, higher
power levels at the FIR frequencies from stable cw sources are highly desirable
(cf below).

Applications to Molecular Dynamics in Fluids

Improved Orientational Resolution We now address the application of HFHF-
ESR to studies of dynamics in fluids. One of the main virtues of FIR-ESR over
ESR at conventional microwave frequencies is the excellent orientational reso-
lution it provides for studies utilizing nitroxide spin labels (87, 96–98). This is
clearly shown in Figure 5 (upper), which shows the positions of the resonant
ESR absorptions for the canonical orientations of a typical spin probe in a pow-
der simulation at 9.1 and at 250 GHz. At 250 GHz, the regions corresponding
to molecules with theirx-axis ||Bo, y-axis ||Bo, and z-axis ||Bo are well sepa-
rated because of the dominant role of the g-tensor. This is definitely not the case
at 9.1 GHz. As a result, at 250 GHz, once motion is discernible in the spec-
trum, one can discern about which axis (or axes) the motion occurs. Earle et al
(96) demonstrated that the 250-GHz slow-motional spectra are much more sen-
sitive to the details of the motional dynamics than are those at 9 GHz.
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Figure 5 (Upper) Simulation of derivative electron spin resonance spectra at 9.1 and
250 GHz for dilute powder containing a cholesterol-like nitroxide (CSL). (Short vertical
lines) The fields where CSL absorbs when itsx′, y′, orz′ axes are parallel toBo (107).
(Lower) Simulation of derivative electron spin resonance spectra for a nitroxide, reorienting
with a rotational diffusion coefficientR= 108 s−1 (corresponding to rotational correlation
time τR = 1.67 ns) for a wide range of frequencies.
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Model Dependence in Fast and Slow Motional RegimesA related important
feature of the 250-GHz studies is the ability to measure very accurately from (near)
rigid limit spectra the magnetic tensors needed for the motional studies (87). Given
these capabilities, Budil et al have shown that one can use 250-GHz ESR spectra of
nitroxides in the motional narrowing regime to obtain the full anisotropic diffusion
coefficient for the molecular tumbling motion (99). In fact, it was the increased
sensitivity of 250-GHz ESR to the details of the motional dynamics that originally
motivated the extension of the SRLS model to the slow-motional regime (44).
In the earlier analyses of slow-motional ESR line shapes using the stochastic-
Liouville equation, simple Markovian models were employed that just distinguish
between reorientations by large, moderate, or small (i.e. Brownian) jump diffusion
(96, 100). However useful these models were in fitting spectra, they beg the issue
of the details of the interaction of the probe molecule with the solvent molecules.
The SRLS model provides in a relatively simple manner, the essential features of
a loose solvent “cage” that had been absent from the earlier models (97), but it
does require increased computational efforts (44, 45).

Dynamic Solvent Cage and Slowly Relaxing Local Structure ModelIn a 250-
GHz ESR study of the dynamics of several nitroxide spin probes dissolved in the
glass-forming solvent ortho-terphenyl (OTP), Earle et al demonstrated how the
enhanced sensitivity to rotational dynamics of the slow-motional spectra could
be utilized to explore details of the dynamic solvent cage (97). They showed that
the SRLS model adequately fits the model-sensitive regions of the 250-GHz spectra
(cf Figure 6) and, in fact, leads to a coherent picture of the dynamics: The rota-
tional diffusion tensors of the various probes exhibited simple behavior such that
the smaller the probe the larger the diffusion coefficient. The cage relaxation rate
was the slowest but was independent of the particular probe. This interesting ob-
servation appears reasonable when one considers that the cage relaxation involves
just the movement of the OTP solvent molecules. In addition, the magnitude and
directionality of the cage-orienting potential could be obtained. As expected, only
probes comparable to or larger than the OTP molecules experienced substantial
potentials, of 2–4 kT. It was possible to show that the nonlinear way in which
the dynamics affects the slow-motional ESR spectra allows one to distinguish be-
tween two limiting cases. The first is that of a homogeneous liquid, but with a
complex motional dynamics, (e.g. the SRLS model that was used). The second is
that of an inhomogeneous liquid with a distribution of simple relaxation times (e.g.
Brownian tumbling). The latter was shown to be incompatible with the 250-GHz
spectra.

High-Frequency ESR as a Faster “Snapshot” of Molecular DynamicsAnother
virtue of FIR ESR is the fact that the higher the ESR frequency, the slower the mo-
tion appears to be for a given diffusion rate. This is illustrated in Figure 5 (lower),
where I show simulated spectra corresponding to the same motional rate but for dif-
ferent ESR frequencies, ranging from 15 GHz to 2 THz. At the low frequency end,
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Figure 6 Comparison of
two models for fitting effects
of rotational diffusion on
250 GHz electron spin res-
onance spectra of spin probe
of a cholesterol-like nitrox-
ide (CSL) in ortho-terphenyl
solvent. (Solid line) Experi-
ment, (dashed line) the
SRLS model, and (dashed-
dotted line) simple Brown-
ian diffusion (97).

one observes simple motionally narrowed spectra, whereas at the high frequency
end, the spectra are very slow motional, almost at the rigid limit. Thus we see that
the higher-frequency ESR spectra act as a faster “snapshot” of the dynamics (96,
97). This is because of the increased role of the g-tensor term, which is linear inBo

in the spin-Hamiltonian. As the orientation-dependent part of the spin-Hamiltonian
H1(�) increases in magnitude with increasingωo andBo, the motional-narrowing
condition|H1(�)|2τR

2� 1 fails, and the spectra become slow motional.

Multifrequency Approach to Complex Dynamics of Fluids and of Macro-
molecules This snapshot feature suggests a multifrequency ESR approach to
the study of the dynamics of complex fluids, such as glass-forming fluids and
liquid crystals, as well as to the complex modes of motion of proteins and DNA,
which should enable one to decompose the different modes according to their dif-
ferent timescales (45). For example, in the case of proteins, the higher frequency
ESR spectra should “freeze-out” the slow overall tumbling motions, leaving only
the faster internal modes of motion, whereas ESR performed at lower frequencies
is sensitive to the motions on a slower timescale. In glass-forming fluids, as we
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have seen, the faster motions consist of reorientations of probe molecules, whereas
the slower motions relate to the dynamics of the solvent cage. Ideally then, one
would want a high-sensitivity spectrometer for the study of fluids that could cover
a wide range of frequencies to most effectively realize such a multifrequency
approach.

The virtues of such a multifrequency approach were demonstrated in a study,
using 9- and 250-GHz spectrometers, on spin-labeled mutants of the soluble pro-
tein T4 lysozyme in aqueous solution (101). In the fast timescale of the 250-GHz
ESR experiment, the overall rotation was too slow to significantly affect the spec-
trum, so that it could satisfactorily be described by a MOMD model, which yielded
good spectral resolution for the internal dynamics. Then, by fixing the internal mo-
tional parameters at the values obtained from the 250-GHz data, the SRLS fits to the
9-GHz line shapes successfully yielded the rates for the global dynamics. Thus the
two types of motion were separated, and spectral resolution to these motions was
significantly enhanced.

In a related 9- and 250-GHz study of segmental rotation of spin-labeled polysty-
rene in dilute solution, Pilar et al found systematic discrepancies between the 9- and
250-GHz results when they were separately fit by the MOMD model (102), which
could again be resolved by using the SRLS model for analyzing the 9-GHz results.

In a 9-GHz study of DNA oligomers, the SRLS model was successfully utilized
(103). Additional HFHF work on proteins and peptides in aqueous solution can be
found in the work of Budil et al (104), Beunati et al (105), and Smirnov et al (106).

Combining Orientational Resolution and Macroscopic Sample Alignment:
Membrane Dynamics A striking demonstration of the excellent orientational
resolution at 250 GHz in studies utilizing nitroxide spin labels was provided by
a study on macroscopically aligned membranes containing a mixture of head-
groups: zwitterionic PC and negatively charged phosphatidylserine (PS) using
the cholesterol-like spin label CSL (107). The macroscopic alignment further
enhanced the orientational resolution at 250 GHz and permitted an orientation-
dependent study wherein the membrane normal could be aligned either parallel or
perpendicular to the magnetic field (cf Figure 7b). The CSL in PC-rich membranes
exhibited typical cholesterol-like behavior, such that its long axis is normal to the
bilayer and its rotational diffusion rates are slow (R ∼ 106 − 107 s−1). But it ex-
hibits markedly different behavior in PS-rich membranes, implying a strong local
biaxial environment. This appears to be the first experimental evidence for local
biaxiality. By contrast (107), given the poor orientational resolution at 9.1 GHz, it
would not have been possible to obtain this unique motional/ordering model from
the 9.1 GHz experiment. [The orientational resolution from HFHF ESR will be
useful even for membrane vesicles (87, 108).]

Another application of a multifrequency approach was to determine the zero-
field splitting (zfs) of high-spin Gd(III) chelates in aqueous solution using the field
dependence of the dynamic frequency shift and theT2 that arise from modulation
of the zfs (109).
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Figure 7 (a) The relevant orientations of the millimeter-wave fields in a shunt Fabry-Perot
resonator used to study an aligned sample whose normal is perpendicular toBo (124). (b) 250-
GHz derivative electron spin resonance spectra from cholesterol-like nitroxide in aligned PC-rich
membrane with the membrane normal parallel (9 = 0◦) and perpendicular (9 = 90◦) to the
magnetic field. Adjustable parts: m, mirror; s, sample, c, coupler.

Enhancement of Spectral Resolution

HFHF ESR resolution enhancement provides the ability to resolve signals from
components that differ only slightly in their g-tensors. Examples include electrides
and alkalides in frozen matrices (110), resolution of thiyl radical inEscherichia
coli (111), spin adducts for spin trapping (112), and resolution of the g-tensor of the
radical pair P(700)(.+)A(1)(.−) in highly purified photosystem (113). These are
cases where at X band the different components or species are not distinguishable,
nor are their g-tensors resolvable. Additional cases where g-tensors become ob-
servable include the polyaniline family of conducting polymers (114) and various
coal samples (115). Lededev’s earlier work (85) had revealed the sensitivity of the
nitroxide g-tensor to the “micro-environment.” Earle et al (116) demonstrated that
large shifts ofgxx occurred in frozen membrane vesicles, as the nitroxide moiety
was located at different positions on the hydrocarbon chain of the lipid, withgxx

decreasing as the local polarity increases.

Transition-Metal Ions

Another key application of HFHF ESR is to the study of transition-metal ions
(cf Figure 8). A particularly useful special case is with ions, such as Mn(II) in
its high-spin5S state with large zfs (up to ca 1 cm−1) and small (or negligible)
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Figure 8 Example showing that high magnetic fields and high frequencies yield simple
electron spin resonance (ESR) spectra from transition metal ions with large zero-field
splitting (zfs). High-field ESR spectra of Mn(II) in distorted tetrahedral environments.
These are the dihalo-(trihenylphosphine oxide) Mn(II) complexes. The zfs are 4.8, 15.3,
and 27.3 GHz for dichloro, dibromo, and diiodo complexes, respectively. The dichloro
spectrum is at 95 GHz; the other two are at 250 GHz (118).

g-tensors. In such cases the low-field ESR spectra are usually complicated because
the Zeeman interaction is smaller than (or comparable to) the zfs. At high fields,
the ESR spectra are simple and can be easily interpreted to extract the zfs tensor
(cf Figure 8) (117, 118). In addition, non-Kramers ions, such as Ni2+, pose serious
problems of detection at lower frequencies, and HFHF represents an important
tool for use in studying them (119–121). Such experiments typically require that
one sweep the main superconducting magnet over several tesla.

In general, transition-metal ions have substantial g-tensors. Consequently, when
one goes to higher fields, there will be significant g-tensor broadening in disordered
solids, which will tend to obscure other features. Such problems are exacerbated
by the existence of g-strain. Clearly, single-crystal studies are required to suppress
this source of broadening. A single-crystal study at 250 GHz has been performed
on Ni2+-doped CdCl6, where the Ni2+ ions are octahedrally coordinated with six
H2O molecules (92, 122). This yielded simple and easy-to-interpret spectra with
two species, one showing a large (almost 1 cm−1) and the other a small (about
1/5 cm−1) zfs, but this is again a case of a (nearly) isotropic g-value. Some other
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examples include binuclear Mn(III) Mn(IV) complexes (119), Mn(III) compounds
(120), and Cr(II) (121), as well as large-spin systems [e.g. Mn12-Acetate,S= 10
(122a)] and strongly exchanging systems (122b).

Quasi-Optical Solutions to Resonators and Sample Holders
for Lossy (Aqueous) Samples

In some of the above studies, certain sample characteristics provided challenges
that required the development of appropriate quasi-optical solutions. Most critical
is the problem of lossy samples, such as aqueous (including biological) samples and
the highly conducting alkalides and electrides as well as the polyanilines. Barnes
and Freed have analyzed this matter in detail for confocal FP resonators (123).
They find that a flat, disk-shaped sample geometry is required to simultaneously
maximize the resonator filling factor andQ by minimizing dielectric losses in
the sample. The FP resonator must have provision for precisely locating the flat
sample at aB1 maximum andE1 minimum near the center of the resonator, with
its normal parallel to the main symmetry axis of the FP resonator. At 1.22 mm
(250 GHz), the optimum thickness of an aqueous sample is only 10–25µm. For
such small sample sizes, volumes less than 1µl are sufficient to fill the holder, and
a high spectrometer SNR is required. Clearly, the sample holder material should
have low dielectric losses and be resistant to attack by the sample. This includes
very-thin (ca 0.1 mm) discs of Mylar and fused silica (123).

A more sophisticated challenge arises when oriented membranes are studied,
and one wishes to tilt such lossy samples relative to the direction of the magnetic
field. Barnes & Freed (124) found a special quasi-optical design for handling such
samples, which they call a shunt FP resonator. In particular, they used a tilt of 90◦,
as shown in Figure 7a. The disc-shaped aqueous sample must still be kept in the
B1 maximum andE1 minimum. Thus the confocal FP resonator is oriented so that
its main axis is perpendicular to the incident (and exiting) beams of FIR radiation.
The coupling between the (vertical) transmission beam and the (horizontal) beam
mode in the FP is accomplished with an adjustable interferometer contained within
the FP resonator that is tilted at 45◦ with respect to the main beam. The quasi-
optical interferometer is constructed from two dielectric sheets, separated by an
adjustable small gap.

Modern Quasi-Optical Spectrometer Bridges

Given the initial successes with a quasi-optical transmission mode spectrometer,
the question naturally arises as to the optimum design of a quasi-optical ESR spec-
trometer. I have already addressed resonator design and performance, as well as
quasi-optical transmission techniques. However, microwave-based ESR spectrom-
eters are virtually always based on bridge systems in a reflection mode. There are a
number of well-known reasons for this. A principal advantage is that a reflection-
mode bridge can be balanced so that the small ESR signal can be detected on a
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small background. This is not generally so for the transmission mode [the shunt
resonator provides a special case where it is possible (124)]. A related issue is
whether the dynamic range of the detector is sufficient that the reflected carrier
(i.e. non-ESR) signal does not saturate it. This problem is avoided in a well-tuned
reflection-mode spectrometer in which the resonator is critically coupled. In ad-
dition, the reflection mode of operation is intrinsically more compact and more
flexible in terms of the relevant quasi-optical elements.

There are at least two possible modes of operating a quasi-optical reflection
bridge (89, 92). The scheme shown in Figure 9a has been implemented at Cornell
(125). It is the quasi-optical analogue of a microwave bridge with a circulator, and it
showed significant improvement in SNR compared with the transmission mode. It
uses polarization coding techniques to separate the ESR signal from the excitation.
The quarter wave plate converts horizontally polarized radiation from the source
into circularly polarized radiation, which irradiates the spins. The coupling mirror
and focusing mirror define the FP resonator used to enhance the B1 field at the
sample. The signal emanating from the FP resonator is circularly polarized in the
opposite sense. It is converted by the quarter wave plate into vertical polarization,
causing it to be reflected by the polarizer, thereby directing it to the detector.

A second mode of operation shown in Figure 9b is a quasi-optical induction-
mode spectrometer implemented at St. Andrew’s (126). Here the horizontally
polarized radiation from the source is used to irradiate the spins in the resonator.
However, only the vertically polarized component of the signal passes through a
polarizer, and into the detector that is operated as a homodyne mixer. One relies
on the fact that in ESR, the sample’s radio frequency susceptibility tensor provides
a cross-polarized signal component. Earle & Freed (92) report that a polarization
isolation of 30 dB for the carrier signal is a reasonable estimate.

These designs, which have actually been implemented, clearly show that there
is a quasi-optical analogue to the typical designs of microwave spectrometers.
The flexibility of the quasi-optics enables many variants of these basic designs.
The Jones matrix formalism has proven to be a useful tool for analyzing quasi-
optical designs and their relationships to equivalent microwave realizations for
resonators, (89, 127). Also, quasi-optical components, such as reflecting mirrors
and lenses, can readily be fabricated using standard machine shop practices. This is
because the relevant wavelengths are on the order of millimeters. Given that quasi-
optical components have diffraction-limited performance (90), the components
will exhibit good optical performance provided that surface tolerances of the order
of tenths of a millimeter are achieved.

Several groups besides the Cornell group are now operating ESR spectrometers
based on such quasi-optical designs. These include the groups of Brunel (128),
Budil (129), Möbius (130), and Smith (126). Good solid state sources such as
phase-locked Gunn oscillators, whose outputs can be frequency multiplied, en-
able HFHF experiments up to almost 400 GHz (corresponding to 14-T sweepable
magnets). Actually, liquid solution work has been performed using the very low
dielectric loss OTP solvent up to 670 GHz with a 25-T resistive magnet and an
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FIR laser (131). FIR lasers are an appropriate solution for work above 400 GHz,
but they are not nearly as convenient to operate as the stable solid state sources.
Also, large resistive magnets require major dedicated facilities.

Other Instrumental Features

Limitations of Magnetic-Field Modulation As discussed above, a limiting SNR
feature of quasi-optical spectrometers is the available modulation amplitude. In
many cases,1Bmod�1Bpp (i.e. M� 1). It is probably not practical to use
1Bmod > 20–25 G because of sample heating effects. Multi-quantum (photon)
ESR as defined and developed by Hyde and coworkers might be a useful tech-
nique to replace1Bmod (73).

Current Pulse Techniques Another approach is to employ pulse techniques be-
cause they remove the need for field modulation. Most HFHF pulse spectrometers
to date are limited by the weak coherent radiation sources available for the pulsing
(132–136). Typically pulses are of ca 20- to 100-mW intensities, which correspond
toπ/2 pulses of ca 50–100 ns using small single-mode resonators at 95–150 GHz.
This has proved satisfactory for work at very low temperatures, where relaxation
times are very long (137). However, given the focus of this review on techniques
for fluids at or near room temperature, these spectrometers are not satisfactory for
such purposes. For example, at 250 GHz, one can have nitroxideT2s as short as
a few nanoseconds. It would be impossible to rotate such electron spins by aπ/2
pulse lasting 50–100 ns. In addition, such long pulses will have very small spectral
bandwidths (e.g. about 10 MHz for a 60-nsπ/2 pulse), so only a small fraction of
the spins would be irradiated. The question then is how to achieve higher-power,
preferably coherent, pulses. Weis et al have used a gyrotron at 140 GHz to provide
a “pump” power of ca 100 W in dynamic nuclear polarization experiments (138).
For ESR detection, one can use the gyrotron to provide short pulses for FIDs (138).
But because the gyrotron signal is not clean, it might be better to use a standard,
stable low-power cw source for detection of, for example, the spin-inversion re-
covery after a gyrotron pulse (139). There has been some success with the use of
FIR lasers at 604 GHz, which produced 100-ns pulses (140). Here quasi-optical
techniques of beam splitting followed by time delay of one of them can lead to
a two (phase coherent) pulse spin echo sequence, but it becomes difficult to step
out the pulse separation. Instead, two separate lasers can be used, but one must
adjust them to exact resonance, a difficult task (140). In general, phase coherences
between such pulses remains a concern.

Development of Intense Coherent Pulse Source for 95 GHzIt would seem
that the best approach is to use the weak coherent pulses that can be generated
with existing solid state sources, and then to amplify them by analogy to pulsed
microwave spectrometers. At present, at Cornell we have succeeded in developing
a 1-kW pulse source at 95 GHz, with pulse widths as small as 2.5–5 ns (141).
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A phase-locked Gunn oscillator and PIN diode switches provide the 50-mW pulses
(with a nominal minimum pulse spacing of 10 ns). They are amplified by an
extended interaction klystron amplifier (EIK/A). This system has full quadrature
phase-cycling capability. These are the properties required to perform pulse and
possibly 2D–FT-ESR experiments of the sort described earlier in this chapter for the
9- to 17-GHz microwave regime. This high-power pulse source is used with a quasi-
optical bridge configured as an induction-mode reflection bridge spectrometer to
minimize the magnitude of any reflected pulses reaching the detector (141). It also
operates in a heterodyne fashion with a 0.7-GHz intermediate frequency. This is
needed because Schottky diode detectors, which have response times fast enough
to permit nanosecond data acquisition rates, have poor 1/ f noise performance at
lower frequencies, especially below 1 MHz.

The EIK/A approach could be extended to 220–250 GHz (142). Another possi-
bility for a millimeter-pulse amplifier could be the gyroklystron (LC Brunel, private
communication), which is currently being developed (143, 144). Also orotrons
[which are free electron masers based on the Smith-Purcell effect (145)] are under
consideration for such purposes (K Möbius, private communication).

The advent of high-power, pulsed spin-echo and 2D-ESR at HFHF should
combine the excellent orientational resolution and “fast-snapshot times” of this
frequency range, with the ability to look directly at the spin relaxation processes,
e.g. to be able to distinguish homogeneous (T−1

2 ) line widths from inhomogeneous
line broadening, which proved useful for studies of complex fluids at microwave
frequencies.

ESR IMAGING

Dynamic Imaging of Diffusion

Like NMR imaging (or magnetic resonance imaging), ESR poses instrumental
challenges, but it has a number of interesting applications. A review of the ESR
imaging field was provided in 1991 (146) and more recently by Eaton et al (147).
Here, with limited space remaining, I continue to briefly review applications to
studies of molecular dynamics in fluids. The Freed group has developed a powerful
method for measuring macroscopic translational diffusion over the range ofD from
10−5 to 10−10 cm2/s, which they call dynamic-imaging of diffusion (DID)-ESR
(148). This is based on the use of cw-ESR imaging in the presence of a static
magnetic field gradient. One obtains ESR spectra as a function of time, starting
with an inhomogeneous distribution of spins. The FT of the spectra vs time are
readily fit to the Fick’s law diffusion equation to provide the diffusion coefficient
typically to ±10% accuracy. Extensive studies using this method, especially for
diffusion in oriented phospholipid membranes, have been reviewed previously
(149). In a study of diffusion of different size nitroxide probes in a smectic liquid
crystal by DID-ESR, it was possible to distinguish the anisotropy in the diffusion
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coefficient corresponding to diffusion parallel to the direction of alignment (D‖)
and perpendicular to that direction (D⊥) (150). These results could successfully
be rationalized in terms of a free-volume theory, adapted for liquid crystals.

In a variant of this approach, viz by spectral-spatial imaging, the spatial direction
vs time provided the macroscopicDmacro, whereas the concentration dependence
of the imaged spectrum arising from the initial inhomogeneous spin distribution
provided theDmicro from Heisenberg spin exchange (151). It was found, in an
oriented lipid membrane, thatDmicro > Dmacroby about a factor of 4.

More recently, DID-ESR was applied to the study of a polydisperse polymer (i.e.
with a wide distribution of molecular weights) (152). A careful analysis allowed the
determination of the molecular weight dependence of the diffusion coefficients to
compare with existing theories. Schlick and coworkers have used spectral-spatial
imaging to determineD for monodisperse probes in polymer solutions (153–155).
High-field ESR imaging (156) has yet to be applied to fluids.

FT-ESR Imaging

The extension of ESR imaging to the FT domain, as in NMR, required special
techniques for generating pulsed field gradients. Using a specially designed low-
impedence field-gradient coil of small dimensions, and a fast MOSFET driver, it
was possible to achieve gradient pulses of 100 G/cm lasting for ca 90–100 ns. This
technology permitted FT spatial imaging by the phase-encoded method (157). It
even led to a successful spatially resolved 2D-ELDOR experiment, wherein the
exchange cross peaks due to HE arising from14N vs 15N nitroxides, which were
spatially separated in a phantom, could be resolved (158). This technology is
worthy of further development to shorter (less than 40–50 ns rise and fall times)
and possibly more intense gradients (e.g. 200 G/cm). This would permit an FT
version of DID-ESR, which will more directly (148), and perhaps more accurately,
lead to measurements ofD than the cw method. It would also open the possibility
of using short-pulsed field gradients to suppress unwanted coherence pathways
when using complex pulse sequences (e.g. for DQC studies, cf above). This is an,
approach commonly used in NMR (159), where it is much less demanding.

Low-Frequency ESR Imaging: Biomedical Applications

The development of ESR imaging for biomedical applications has posed a num-
ber of significant challenges (160). The problem of microwave dielectric losses at
higher frequencies has restricted these developments to≤1 GHz, with the regime
of 250–500 MHz being favored (as in NMR) (160–162). However, this regime
corresponds to reduced SNR because of the lower frequencies used, and substan-
tially longer dead times,τ d in pulse spectrometers (163). Theτ d nominally are
inversely proportional toω−1 (cf above). Nevertheless, the greater sensitivity per
spin compared with NMR, and the ability to spin label, and/or to use spin probes,
makes it suitable for such studies as drug delivery and oxygen perfusion. (160).

A
nn

u.
 R

ev
. P

hy
s.

 C
he

m
. 2

00
0.

51
:6

55
-6

89
. D

ow
nl

oa
de

d 
fr

om
 a

rj
ou

rn
al

s.
an

nu
al

re
vi

ew
s.

or
g

by
 C

O
R

N
E

L
L

 U
N

IV
E

R
SI

T
Y

 o
n 

01
/1

2/
10

. F
or

 p
er

so
na

l u
se

 o
nl

y.



P1: FUI

August 17, 2000 18:35 Annual Reviews AR109-23

684 FREED

SUMMARY

The challenges for ESR as described above continue to be (a) the demands of
fast nanosecond time resolution, especially the need to minimize spectrometer
dead times in pulsed ESR, (b) the development of very intense and short radi-
ation pulses to benefit from full irradiation schemes for this “magnetic-dipole–
allowed” spectroscopy, (c) new and improved quasi-optical methods to enhance
high-frequency ESR; (d) the development of high-power, coherent pulse sources
for high-frequency ESR, and (e) the development of rapid pulsed-field gradients for
time-domain ESR imaging and for suppression of unwanted coherence pathways
in multiple coherence and other multi-pulse ESR methods.

This review has emphasized how recent developments in these technologies
have led to powerful methods for the study of molecular dynamics in a range of
complex fluids, as well as in the capability of measuring large molecular distances.
It is expected that further developments will greatly improve ESR capabilities for
such studies (and this will necessarily provide more sophisticated computational
challenges), as well as for a range of other applications either only hinted at or
omitted for lack of space in this review.
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