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e PDS method1 of double electron-
electron resonance (DEER, also known as 
PELDOR) [38–41], was introduced more 
than two decades ago to circumvent prob-
lems in isolating weak electron-electron dipo-
lar couplings from electron-spin-echo decays, 
which are usually dominated by relaxation 
and nuclear modulation effects [42, 43]. But 
there were few applications until the develop-
ment of site-directed spin labeling (SDSL) as 
a useful tool of structural biology [44–46], 
as well as a modified version of DEER en-
abling its commercial implementation, and 
last but not least major efforts of dissemina-
tion. During that time, other pulsed methods 
of distance measurements were introduced 
[47–52], with the most useful being double-
quantum coherence, (DQC) ESR [47, 48] 
(or DQC for short). Applications of DEER 
and DQC, to structural problems in biology 
have rapidly grown in number and scope in 
the last few years [3, 16, 18, 22, 23, 25, 28, 
32, 33, 36, 37, 49, 53–56], with several re-
views outlining the distance measurements 
[56–63].

We illustrate in this commentary PDS ap-
plications and methodology (both DQC and 
DEER) through examples from our labora-
tory, which cover many aspects of its applica-
tions to biomolecular structure and function. 
We only present here a short synopsis.

2. Distance Measurements

As ESR spectroscopists know well, the di-
pole-dipole part of the spin-Hamiltonian, 
Hdd between electron spins 1 and 2, (as rel-
evant within this context) is given by
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in high magnetic fields, where the non-secu-
lar terms (not shown) are unimportant [64]. 
One usually uses the point dipole approxima-
tion in employing Eq. (1), i.e. the electron 
spins are far enough apart that their distri-
butions (in e.g. nitroxide p- orbitals) are 
unimportant, (i.e. r > 5 Å for nitroxides). 
In Eq. (1),  is the angle between the direc-
tion of the static magnetic field B0 and r = 

(r, ). e term in S1zS2z in Eq. (1) is known 
as the secular term, and that in S1

S2
 the 

pseudosecular term. e dipolar coupling in 
frequency units may be written as

 A r( , ) ( cos )  = −d 1 3 2  (2)

with

  d e
2= /r 3 .  (3)

It leads to a splitting of the resonant line of 
each spin into a doublet2. For the case of un-
like spins, i.e. d << |1 – 2|, (where 1 and 
2 are the resonant frequencies of the two 
electron spins in the absence of dipolar cou-
pling) the splitting is by |A|; the precise value 
of A depends on the angle , yielding a range 
of values of A from –2d to +d. e PDS di-
polar spectrum provides this splitting, which 
is shown in Fig. 1 as a function of the angle , 
obtained from a macroscopically aligned fro-
zen sample. In the usual case of an isotropic 
frozen sample, one observes an average over 
, which yields a distinct dipolar spectrum, 
known as a Pake doublet [65], (cf. Fig. 2a). 
It shows a prominent splitting of d, corre-
sponding to  = 90°, and another splitting of 
2d, corresponding to  = 0°. e distance r 
is immediately and accurately obtained from 
a measurement of d. is more familiar case 
of unlike spins corresponds to considering 
only the secular term in Eq. (1) and ignoring 
the pseudosecular term. In the case of like 
spins, i.e. d >> |1 – 2|, then the pseudos-
ecular terms become important (a fact less 
appreciated) and Eq. (3) becomes

  d e
2= 3 2 3/ r .
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Fig. 1. An experimental dipolar spectrum of spin-la-
beled gramicidin A [24] obtained by 4-pulse DEER at 
several orientations in a macroscopically aligned lipid 
membrane bilayer of DMPC.

1 Both acronyms, PELDOR and DEER do not indicate 
the fact that they are solely concerned with dipolar 
couplings rather than dynamics. Also DQC obscures 
its application to dipolar couplings. us we prefer 
to use PDS to make more explicit the function of the 
methods.

2 We leave out a discussion of electronic exchange, 
which for nitroxides is not significant above about 
10 Å.

1. Introduction

Continuous-wave (cw) and pulsed ESR have 
been extensively applied to biological prob-
lems in the context of molecular dynamics 
[1–4] and are now increasingly applied to 
study biomolecular structure and function. 
cw ESR has been used to measure distances 
in the range of 6–20 Å between pairs of ni-
troxide spin labels [5–14]. Distance measure-
ments using pulse ESR methods, a major 
advance in this area, are currently able to 
deliver long-distance constraints in the range 
of 10–80 Å [15–37]. e distance constraints 
from pulse ESR can for example be used to 
establish protein folding or orient and dock 
proteins and their subunits, yielding useful 
insights into the structure of a protein or a 
protein complex. ey can also aid in refine-
ment of NMR data. We refer to this emerg-
ing methodology as ‘pulsed dipolar (ESR) 
spectroscopy’ or PDS for short.

Front Cover. A collection of proteins and pep-
tides studied at ACERT. e collection illustrates 
various points of PDS associated with each system 
studied.
Upper row. Left : Multi-drug ABC-transporter, 
MsbA: dimeric; reconstituted in membranes and 
detergent micelles; several functional states stud-
ied. Center : Monoamine oxidase, MAO-A (and 
MAO-B’s from different organisms): oligomeriza-
tion state in native membranes; reconstitution in 
detergent micelles and native membranes; spin-
labeling with spin-labeled inhibitors and radical 
cofactors. Right : KcsA (Also MscL, and KvAP): 
tetramer membrane channel; tandem dimers and 
tetramers; liposomes; multiple distances in oligo-
meric state. (unpublished data). 
Middle row. Left : Histidine kinase, CheA complex 
with CheW: triangulation; protein complex; oligo-
meric; heterodimers and heterodimeric complexes. 
Center : -Synuclein: polymorphic (unstructured 
and highly structured); soluble and surface-bound 
to micelles and liposomes; MTSSL labeling; rigid-
body modeling. Right : T4-lysozyme: multiple 
distances; deuterated solvents; triangulation; 
MTSSL labeling. 
Bottom row. Left : iso-cytochrome c: folding; 
MTSSL labeling; wide distance ranges. Center : 
Ribonucleotide reductuse (yeast), RNR: using 
radical cofactors and substrate; unlike spin labels. 
Right : Gramicidin doubly-labeled at C,N-termini: 
membrane-associated peptide; iod-acetamide la-
beling; equilibrium of different forms; aggrega-
tion aspects. Far right : Linear polyproline peptide 
Ac-OO-TOAC-PPPPPPP-TOAC-OO-Amide. 
e peptide model was built with Insight II and 
edited using Pymol. e measured distance 27.86 
Å is between nitrogen atoms of NO moieties of two 
TOAC residues. DQC provided 26.8 Å distance, 
1.5 Å FWHM distribution. (Borbat & Kallenbach, 
unpublished data).
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methods compared to X-ray and NMR 
methods are that the former require only 
tiny amounts (nano- to picomole [66] of 
proteins or other biomolecules), and they 
can be studied in a variety of environments, 
e.g. dilute solutions, micelles, lipid vesicles, 
native membranes, supported lipid bilayers, 
and more. ere is no need to grow crys-
tals or be concerned with long-term protein 
stability at high concentrations. Large bio-
molecules or complexes that are beyond the 
range of NMR or X-ray methods are not a 
major limitation; even unstable or transient 
biomolecules can be captured and studied. It 
is worth mentioning that PDS often relies on 
the availability of partial structural informa-
tion provided by X-rays or NMR; and it may 
be employed synergistically, as was the case 
in recent applications [18, 32, 36].

b) ESR vs. FRET
FRET also provides distances over a range 
comparable to ESR. Its very high sensitiv-
ity, access to longer distances, and ability to 
operate at biological temperatures makes it 
a potent tool, but PDS has its distinct vir-
tues. It has now become routine to express, 
purify, and spin-label dozens of mutants for 
nitroxide scan [67–69] or to produce and 
label a set of cysteine double-mutants for 
distance measurements. e distance be-
tween nitroxides as well as distance distri-
butions is more accurately determined than 
between chromophores, since it is directly 
obtained from a simple frequency measure-
ment, and there are no uncertainties in 2 
as in FRET. ere is usually a single type of 
reporter group, which is often a methaneth-
iosulfonate spin label (MTSSL), and in most 
cases it introduces only a small perturbation 

to the protein structure and function. Since 
the nitroxide side-chains are smaller in size 
than most fluorescent labels, the uncertainty 
of their positions relative to the backbone is 
less. A drawback of PDS, as well as of FRET, 
is that a limited number of constraints, which 
are themselves the distances between the re-
porter groups rather than the backbone C 
carbons may only provide limited insights 
into the structure. However, the detailed 3D 
structure is not always required, e.g. to eluci-
date the functional mechanism. But the fact 
that the distances are measured between the 
reporter groups does lead to a challenge in 
translating them into distances between the 
C carbons at the labeled sites. Modeling ef-
forts, to overcome this, are in early stages of 
development [70].

c) CW and pulse ESR
CW ESR has been most often applied to 
nitroxides, whose powder spectra are domi-
nated by the inhomogeneous broadenings 
from nitrogen hyperfine (hf ) and g-tensors, 
and unresolved proton hf couplings. One has 
to extract what usually is a small broaden-
ing effect introduced by the dipole-dipole 
interactions between the spin labels to the 
nitroxide powder spectra. is is usually ac-
complished by spectral deconvolution [12] or 
by a rigorous spectral simulation with a mul-
tiple-parameter fit [7]. is often requires 
the spectra from singly-labeled species as a 
reference for the background broadening, 
which is a complication and not always an 
option. Incomplete spin labeling makes the 
task more complex [71]. For distances less 
than 15 Å, the dipolar coupling approaches 
other inhomogeneous spectral broadenings 
and then can be more easily inferred from 
cw ESR spectra. CW ESR is thus practical 
for short distances up to a maximum of ca. 
15–20 Å, with the values for distances under 
15 Å being more reliable [71].

Pulsed ESR is based on detecting a spin-
echo, wherein the inhomogeneous spectral 
broadening cancels. Spin echo temporal 
evolution is governed by the weaker effects 
of spin relaxation and not refocused electron-
electron dipolar and exchange couplings, and 
electron-nuclear super-hyperfine and nuclear 
quadrupole couplings. e dipolar and ex-
change coupling can be isolated from the rest 
by means of a suitable pulse sequence. is 
also helps to alleviate the problem caused by 
the presence of single labeled molecules. e 
direct signal from them is filtered out in some 
forms of PDS, but they do contribute to the 
background intermolecular dipolar signal, 
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Fig. 2. a, b A dipolar spectrum in isotropic media (Pake doublet) from cosine Fourier transformation of the simulated 
time-domain signal. c, d and e Forms of dipolar signals for 3-pulse DEER (PELDOR), 4-pulse DEER, and DQC 
respectively. Shaded areas indicate repeats of the signals, which are not sampled. Wide dark bars depict dead-time 
zones, i.e. representing true dead-time when no signal can be detected due to overload conditions. Narrow bars 
correspond to conditions when the signal may be corrupted due to overlapping of pulses in the amplifier or due 
to bichromatic irradiation and step-wise signal phase shifts when pulses change their order. It is clear that 4-pulse 
DEER and DQC provide dead-time-free signals, with no off-resonance excitation effects in the latter. Usually, only 
one half of the signal is recorded in all three methods.

Otherwise the results (cf. Fig. 2) are equiva-
lent. e intermediate case of d ≈ |1 – 2| 
is more complex, and is handled by careful 
simulation using Eq. (1) including both secu-
lar and pseudosecular terms, (and using the 
full spin-Hamiltonian). In the case of nitrox-
ide spin labels, the two nitroxide spins in a 
given molecule usually have their 1 and 2 
substantially different. is arises from their 
different orientations with respect to the B0 
field, so their effective hf and g values (arising 
from their hf and g tensors) are different. At 
typical ESR frequencies this means that the 
unlike spin limit is valid generally only for 
≥20 Å (9–17 GHz ESR).

If d is sufficiently large, it can be deter-
mined from the broadening of the nitroxide 
cw ESR spectrum [7] but this is likely to fall 
into the regime where pseudo-secular terms 
are significant. Smaller couplings, d require 
using pulse ESR methods. In all cases, accu-
rate values of distances are produced from 
the measured dipolar couplings.

3. How do ESR and PDS Compare 
to Other Methods?

a) ESR vs. X-Rays and NMR
e primary sources of structure at atomic 
resolution are, of course, X-ray crystallogra-
phy and NMR. Many biomolecules, how-
ever, are not amenable to study by NMR or 
crystallography for reasons such as insuffi-
cient quantities, inability to grow diffraction 
quality crystals, large molecular weight, poor 
solubility, or lack of stability, etc. Current-
ly, determining the structure of a relatively 
small membrane protein is a challenge for 
both NMR and crystallography. e nota-
ble virtues of ESR-based limited structural 
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which is best suppressed by working at low 
concentrations. PDS is routinely used for dis-
tances longer than 15–20 Å [15, 18, 19, 22, 
59, 32], and it works well all the way down 
to 10 Å [25], thus significantly overlapping 
with the cw ESR range, but it is much less 
affected by inefficient labeling and can readily 
yield distance distributions. e sensitivity 
of PDS is rather high as we show.

4. PDS at Work

e development of PDS has involved two 
stages. In the first, the fundamental aspects 
and details of the methods had to be devel-
oped, so they could be applied in the context 
of biomolecular structure and related appli-
cations. e second stage has been its prac-
tical use, wherein subtle details are of lesser 
concern, with the main goal being to solve 
structures by distance constraints. Substan-
tial progress has been made, rendering such 
applications routine [18, 22, 32, 33, 60, 62, 
63], although there is much room for further 
developments.

To illustrate the current stage of develop-
ment of PDS at ACERT, we have assembled 
a small zoo, populated with selected species 
of proteins and peptides that we have stud-
ied, which are portrayed on the Front Cover. 
Although we cannot show here most of the 
signals and distance distributions, we note 
that they are of a very good or excellent qual-
ity, well in line with ACERT standards. e 
collage on the front cover represents cases 
that illustrate the following aspects: i) Pro-
tein environment (soluble, reconstituted in 
detergent micelles or liposomes, in natural 
membrane environments); ii) Oligomeriza-
tion status (establishing the state of oligomer-
ization, circumventing problems of multiple 
spins, heterodimers, tandem dimers and tet-
ramers); iii) e state of folding (unfolding/
refolding equilibrium in denaturants and 
freeze-trapped); iv) Spin-labeling aspects 
(naturally-occurring radicals, spin-labeled 

substrates and inhibitors, MTSSL labeling, 
other nitroxide labels, termini labeling); v) 
PDS modes (single distance, multiple dis-
tances, triangulation); vi) PDS methods used 
(DQC, DEER; vii) Peptides (water soluble, 
organic solvents, lipid vesicles, macroscopi-
cally-aligned lipids; dimers, conformers, ag-
gregates, spin-counting, equilibrium, affin-
ity, membrane composition); viii) Function-
al studies (capturing functional states with 
substrate mimetics, pH, ligands); ix) Data 
processing aspects (background removal, dis-
tance distribution and refinement, distance 
embedding, rigid-body modeling); x) Oligo-
nucleotides (long-distance constraints to aid 
NMR); xi) Protein complexes (binding and 
docking, tertiary and ternary structure, large 
supamolecular complexes, mobile subunits 
and domains).

a) Single-distance measurement
When a rough structure or the oligomeric 
state of a protein complex is of interest, a 
few distances may suffice [15]. is mode of 
PDS has been used most often to produce a 
critical distance or its change, providing in-
sights into a key structural aspect, such as the 
location of a binding interface or the extent 
of conformational change.

b) Multiple-distance measurements
Obtaining more detailed structural informa-
tion is usually more involved, since it requires 
obtaining several distances in order to select 
among possible conformations of a protein 
or a protein complex, by checking that all ex-
perimental distances are consistent with the 
model [35, 53]. e sites should be accessible 
for the spin-labeling reagent, and they should 
not alter protein structure or function; this 
may limit their selection.

c) Triangulation
e ‘triangulation’ approach to protein map-
ping [20, 32], is based on obtaining a net-
work of distance constraints from a set of 

spin labeled sites such that they uniquely 
define the coordinates of all (or most) of 
the sites. A sufficiently large rigid distance 
network (scaffold) based on tetrahedra [20, 
32] strongly restrains positions of spin la-
bels and thereby the possible conformations 
of the protein (cf. Fig. 3). Such constraints 
can be used to solve the protein structure at 
a low resolution of 5 Å. is task can be 
accomplished by making a sufficient number 
of double mutations and then measuring the 
distances between the respective pairs of spin 
labels in a ‘one-at-a-time’ manner. It is not 
feasible, in general, to obtain distances si-
multaneously amongst several spin labels due 
to the flexibility of the side-chains and the 
structural heterogeneity of proteins, which 
usually yield fairly broad distributions in 
each distance. However, there can be favor-
able cases [16, 32, 72] (cf. Fig. 4).

d) Oligomeric proteins
Many proteins are oligomeric and they re-
quire additional care to obtain the required 
set of constraints. Even the simplest case of a 
dimeric protein of CheA [32] required one to 
select mutation sites such that the measured 
distance could be isolated from other distanc-
es possible between more than two labels. 
Doubly-labeled homodimeric protein carries 
four spin labels, therefore six distances are 
possible in general. ey can be resolved in 
cases when all (or most of them) are strongly 
immobilized. Otherwise the distance of in-
terest should be well-isolated from the rest. 
is approach was successfully implement-
ed in triangulation study of CheW binding 
to CheA [32, 62]. In the case of tetrameric 
membrane channels (KcsA), tandem dimers 
were also used to provide better resolved di-
polar spectra. Tandem tetramers can also be 
expressed and folded for KcsA or KvAP, and 
they can be applied to set up triangulation. 
Another aspect of work with oligomeric pro-
teins is to establish their oligomeric state in 
native environment which was accomplished 
for monoamineoxidase (MAO) in the outer 
mitrochondrial membrane [37].

e) Protein complex
e potential problems are structural het-
erogeneity of the complex, and low affinity 
leading to weak dipolar signals compared to 
that from single-labeled proteins. is task 
is better suited for DQC, conducted at low 
concentrations and at a high frequency, pos-
sibly in Ka- or W-band, which may enable 
detection of just a few percent of dimers in 
a pool of single-labeled protomers.

Fig. 3. Structure of P4/P5/CheW complex (P4 is not shown) determined by PDS and confirmed by X-ray. [32]. 
Residues mutated to nitroxides for PDS are shown in a space-fill representation; (right) also shows the rigid trian-
gulation grid based on tetrahedra.
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f) Embedding PDS constraints and rigid-body 
modeling
In the case of tertiary or ternary structure, 
which includes aspects such as the relative 
position of protein subunits or protein dock-
ing, knowing all possible distances amongst 
several labeling sites makes it possible to 
transform them into molecular coordinates 
of the sites by means of a generic method of 
embedding based on metric matrix distance 
geometry. is task was accomplished for the 
CheA/CheW complex; the results are shown 
in Fig. 3. When some constraints are miss-
ing, the problem of embedding requires a 
more advanced method, e.g. based on CNS 
software [73], which is up to the task. is 
approach was successfully applied to dock 
CheW to its binding site in CheA and also 
to determine the tertiary structure of -Synu-
clein [63]. A recent proposal suggests using 
spin-label rotamer libraries [74].

g) Difficult labeling cases
Not all proteins can be successfully labeled 
with nitroxide using the SDSL approach. 
Some cysteines can be functional (RNR, 
MAO), or the protein may be destabilized, 
or its function significantly altered. In this 
case there are currently few approaches. It is 
possible to measure distances between radical 
cofactors to establish oligomerization state, 
quantify major structural change, or the path-
way for electron transfer in some cases. Radi-
cal cofactors and spin-labeled inhibitors were 
used in the case of MAO [37], depending on 
protein environments, with only a spin-la-
beled inhibitor being suitable for labeling in 
native membranes. Optimistically, one could 
rely on future developments such as unnatu-
ral amino-acid mutogenesis that may permit 
spin-labeling with high specificity, spin label 
incorporation via protein splicing technology, 
etc. e low amounts required for PDS may 
be well in-line with these trends.

h) Structural and conformational heterogeneity, 
protein folding
Iso-cytochrome C unfolded by varying con-
centration of denaturants was explored at the 
outset of the L-curve Tikhonov and MEM 
method development with the goal of explor-
ing the utility of distance distributions from 
PDS to study kinetically trapped folding in-
termediates [72, 91]. -Synuclein, (S), is un-
structured in solution, but it assumes helical 
structures on micelle or membrane surfaces. 
e tertiary structure of S was based on the 
multiple-distance approach and rigid-body 
modeling [63], and they have enabled us to 

establish the arrangement of the two helical 
subunits.

All the above examples and applications 
have been addressed mainly by using just 
two PDS methods, which have worked the 
best, namely DQC and DEER. Taken to-
gether they cover most practical aspects that 
can arise in structure determination by ESR. 
Both have their strengths and weaknesses, 
which tend not to overlap.

5. PDS Toolbox

a) 3-pulse DEER
DEER in its original 3-pulse form [40] is 
based on the two-pulse primary spin-echo 
/2--−−echo sequence to which a 3rd 
pumping -pulse is added. e primary echo 
from the /2- and -pulses, separated by 
time interval , is applied to spins resonating 
at the frequency A, to form an echo at the 
time 2 after the /2-pulse. ese spins are 
commonly referred to as A spins. e third 
(pumping) pulse is applied at the resonant 
frequency A (at a variable time t) sufficiently 
different from B that it does not have any 
direct effect on the A spins but instead inverts 
the spins resonating at B, i.e. the B spins. 
e B spins, at a distance r from the A spins 
yield the electron dipolar coupling A (cf. Eq. 
(2)), which splits the resonant line at A into 
a doublet. us flipping a B spin inverts the 
sign of the coupling sensed by the A spin. 
is results in the instant shift of the Lar-
mor precession frequency of spins A; it was 
shown in [40] that the effect manifests itself 
as a modulation of the spin-echo amplitude, 
V(t), which for like spins is:

V t V p A r t( ) [ ( cos ( , ) )]= − −0 1 1 

for 0 < t < .  (4)

Fig. 4. a MEM reconstruction of distances between two symmetry-related sites in the dimerization interface of 
histidine kinase, CheA from T. maritima spin-labeled at site 318. e data were obtained using DQC at 17.4 GHz. 
Two peaks in P(r) separated by 2.5 Å probably indicate the presence of two distinct conformations in this part of 
the protein. b Distance distribution reconstructed by the L-curve Tikhonov regularization method applied to 17.4 
GHz DEER data from a doubly-labeled gramicidin A diluted with unlabeled gramicidin A in DLPC (solid line) 
and DPPC (dashed line). Gramicidin A is a monomer in DLPC with the distance between labels of about 20 Å, 
but also forms some double helical dimers in DPPC (solid line) visible as a broad distribution at 34 Å.
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Here V0 is the echo amplitude in the absence 
of the pumping pulse and p is the probability 
of flipping spin B. Powder averaging of V(t) 
over an isotropic distribution of orientations 
of r, under the simplifying assumption of 
random orientation of the magnetic tensors 
of the A and B spins relative to r produces a 
decaying oscillatory signal (cf. Fig. 2c):

V t V p u t( ) [ ( ( ))]= − −0 1 1 d , (5)

where

u t t( ) cos[ ( cos ) ]d(cos )
/

   


d d= −∫ 1 3 2

0

2

   (6)

is the desired (‘dipolar’) signal, oscillating 
with the frequency of d = d/2, from 
which r is calculated as r[Å] = 10(52.04/
d[MHz])1/3. Cosine Fourier transforma-
tion of u(dt) vs. 2t (that is the full dipolar 
evolution time) yields the dipolar spectrum 
with the shape of a Pake doublet (cf. Fig. 2a). 
e remaining (and the larger) part of V(t) 
amounts to background, which makes it dif-
ficult and sometimes impossible to separate 
weak u(dt) from the effects modifying and 
destabilizing the background, which consti-
tutes the major source of errors.

Equations (4) and (5) thus should be con-
sidered as a reasonable approximation for 
DEER, which is suitable for the majority of 
cases encountered in biological applications 
of PDS. In reality, a number of factors affect 
the signal, and their effects usually cannot be 
written in closed form or are unwieldy [48, 
75–77]. What is significant is that DEER 
achieves a good separation of the dipolar cou-
pling from relaxation effects in most practical 
cases, because the time between the /2 and 
 spin-echo pulses at A is constant, (i.e.  
in Fig. 5 is constant in the experiment; this 
is referred to as a constant time pulse se-
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quence), and relaxation effects introduced 
by the pumping pulse can normally be ig-
nored. Nuclear ESEEM is also considerably 
suppressed, but still could be an issue.

b) The newer and better methods
i. 4-pulse DEER
e more recent methods of 4-pulse DEER 
[78] and 6-pulse DQC [1, 4, 20, 47, 48] 
are illustrated in Fig. 5. e 4-pulse DEER 
sequence is an improvement over 3-pulse 
DEER. It is based on the 3-pulse spin-echo 
sequence /2-´--(+´)---echo, which 
refocuses the primary echo formed by the 
first two pulses. e additional pumping 
pulse at B is varied in time, t between the 
-pulses at A (cf. Fig. 5). Both  and ´ 
are fixed, thus relaxation does not modify 
the signal envelope recorded vs. position of 
the pumping pulse. e signal is described 
by Eqs. (4) and (5) at the same level of ap-
proximation as 3-pulse DEER (also cf. Fig. 
2d). is pulse sequence substantially simpli-
fies its technical implementation, since the 
starting point (t = 0) is shifted away from the 
second pulse by ´. is has enabled conve-
nient commercial implementation.
ii. 6-pulse DQC
e 6-pulse DQC pulse sequence /2-tp--
tp-/2-td--td-/2-(tm-tp)--(tm-tp)-echo (cf. 
Fig. 5) is based on a different principle. All 
pulses are applied at the same frequency A, 
and it is important that they all be intense in 
order to excite the whole spectral distribution 
of spins, i.e. all the spins are regarded as A 
spins. e first interval, 2tp is used to let the 
normal single-quantum coherence with spin 
character S1y + S2y evolve into what is known 
as anti-phase single-quantum coherence be-
tween the coupled spins with spin character 

S1xS2z + S2xS1z. en the /2-td--td-/2-
pulse ‘sandwich’ (hatched bars in Fig. 5) con-
verts this coherence into double-quantum co-
herence with spin character S1xS2y + S1yS2x (by 
means of the first /2-pulse), then refocuses 
it by means of the -pulse, only to convert 
it back to (unobservable) anti-phase coher-
ence (by means of the last /2-pulse), which 
evolves back into the observable coherence S1y 
+ S2y, giving rise to the echo. Both spins par-
ticipate equally in the process. e first and 
the last -pulses of the 6-pulse sequence are 
used to refocus in-phase and anti-phase co-
herences, thereby respectively enhancing the 
effectiveness of the double-quantum filtering 
(DQF) ‘sandwich’, and producing the echo at 
time 2tm + 2td. e signal in the ideal limiting 
case of intense and non-selective pulses can 
be written as [47, 48]

V V A r t A r t t

V
A r t A r

= − −

= −

0

0

2

sin ( , ) sin[ ( , )( )]

[cos ( , ) cos ( ,

 



p m p

m  ) ]t  .  (7)

e signal is recorded vs. t = tm – 2tp, with 
tm kept constant in order to keep relaxation 
effects, (which decay exponentially in time) 
constant. (Also td is kept short and constant.) 
Powder averaging gives

V
V

u t u t= −0

2
[ ( , ) ( , )]  d m d  (8)

with u(d,t) is given by Eq. (6). For large 
dtm the first term in Eq. (7), which is con-
stant in t, is close to zero, leaving just the de-
sired ‘dipolar’ signal. e important feature 
of the double quantum coherence sandwich 
is that it very effectively filters out the single 
quantum signals arising from the individual 
spins, and only passes the signal from the 
interacting part of the two spins, which just 

contain the dipolar oscillations. e only 
background that can develop is from the 
double quantum coherence signal that orig-
inates from the bath of surrounding spins, 
i.e. from intermolecular electron-electron di-
polar interactions with other doubly-labeled 
molecules, (and singly-labeled molecules 
when they are present). e signal envelope 
V(t) is symmetric with respect to t = 0. is 
is referred to as being dead-time free, since 
the dipolar oscillations are a maximum at t 
= 0 (cf. cosine term in Eq. (7)).

Relaxation effects that decay exponential-
ly but non-linearly in time in the exponent 
[20], or substantial differences in T2’s from 
the two spins, can modify the signal as the 
positions of refocusing pulses and DQF are 
not fixed. e 6-pulse sequence generates a 
number of echoes, but with the proper phase 
cycling only the dipolar modulation of the 
double-quantum filtered echo is detected. 
e details can be found in [48].

e DQC experiment maintains phase 
coherence between the two coupled spins 
and treats them equally, whereas in DEER, 
phase coherence between the two coupled 
spins is of no importance. e independence 
of tuning of the pulse conditions at both fre-
quencies, as well as its applicability to widely 
separated spectra, makes the DEER sequence 
quite flexible. Nevertheless, it can be shown 
that the dipolar signal recorded in DEER is 
based on the same type of evolution of in-
phase and anti-phase coherences as in DQC. 
is is also the case with other related pulse 
sequences [48]. Although it may look com-
plex, the DQC experiment, once it is set up 
using adequate equipment, is rather simple 
to use. e similarity in DQC and DEER 
means that the maximum useful time of 

Fig. 5. a 6-pulse DQC (top) and 4-pulse DEER (bottom) sequences: e DQC 6-pulse sequence [47, 48] is based on intense pulses in order to probe the dipolar coupling 
between (nearly) all intramolecular pairs of nitroxide spins. e reference point t = 0 is well-defined due to the very short pulses used in DQC. e 4-pulse form of DEER 
is based on softer selective pulses, with detection of the refocused primary echo formed at A of A-spins. b Excitation of the nitroxide spectrum at 17.3 GHz for DQC and 
DEER. e 14N nitroxide ESR spectrum is plotted as a solid line and the spectral excitation profiles are plotted as dashed lines. e detection frequency in DEER is set at 
the low field edge of the spectrum (A) and the pump pulse frequency corresponds to positioning it at the center (B). e pumping pulse is 4 G (45 ns -pulse) in DEER; 
e wide DQC excitation profile corresponds to a 48 G (3.7 ns) -pulse.
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the experiment (i.e. 2tm) in DQC and 2 
in DEER will be comparable, except for re-
spective differences in signal-to-noise (SNR) 
as discussed below.

DQC and DEER, even though both are 
not perfect, have proven to be the most useful 
methods, and together they address a wide 
range of applications. Additional methods 
of occasional use were introduced elsewhere 
[49–52, 79].

6. Relaxation and Distance Range

e amplitude of the primary echo V0 de-
cays with pulse separation due to phase re-
laxation. erefore the maximum dipolar 
evolution time interval, tmax available for 
recording V(t) is ultimately limited by the 
phase memory time, Tm. In the simplest case, 
V(t) = V0exp(–2t/Tm). is limits the maxi-
mum distance, rmax that one can measure, 
over a reasonable period of signal averaging. 
Depending on the signal strength, tmax is ca. 
1–3 Tm and cannot be extended much fur-
ther. Here tmax is essentially 2tm in DQC and 
2(´ + ) in DEER (cf. Fig. 5). e largest 
measurable distance, rmax is proportional to 
tmax

1/3 in order to recover the dipolar oscil-
lation [48]. us only a minor increase in 
rmax can be made by increasing tmax, and this 
would necessarily require a large increase in 
signal averaging. For nitroxide-labeled pro-
teins, Tm is largely determined by the dy-
namics of the nearby protons [80–82], espe-
cially those from methyl groups, leading to 
the simple exponential decay expressed above 
with Tm in the range of 1–2 µs for buried or 
partially buried labels. Such relaxation times 
are typical for hydrophobic environments 
that are encountered in lipid membranes 
and the protein interior [81]. is permits 
an rmax of typically 50 Å [134]. For water-ex-
posed labels, relaxation at longer  is domi-
nated by exp[–(2/Tm)] with  ~ 1.5–2.5 
and Tm ~ 3–4 µs [81]. A quadratic term in 
the exponent is governed by the nuclear spin 
diffusion mechanism [83, 84]. is permits 
an rmax of typically ~55–60 Å (or ~70–75 Å 
with low accuracy). Such types of relaxation 
could be partially suppressed by multiple re-
focusing and/or using deuterated solvent [19, 
48, 85, 86]. is could extend tmax to ca. 6–8 
µs in favorable cases [80], i.e. much less than 
in D2O/glycerol-d8, as there still is a bath 
of protons of the protein itself [80]. Using 
6-pulse DQC helps to extend tmax when Tm 
is dominated by nuclear spin diffusion [19, 
48]. is permits a more accurate estimate of 
rmax to ca. 70 Å. Further improvement would 

require much greater effort such as partial or 
complete protein deuteration, and this might 
extend rmax to 100–130 Å and make distances 
up to 80 Å much more accurate.

e longitudinal relaxation time, T1, de-
termines how frequently the pulse sequence 
can be repeated, (usually no more frequently 
than 1.5/T1), and consequently the rate at 
which the data can be averaged. Both T1 and 
T2 are temperature dependent, as is the signal 
amplitude, which depends on the Boltzmann 
factor for spins in the dc magnetic field. e 
combined effect of all these aspects is such 
that for proteins in water solution or in mem-
branes the optimal temperature as a rule is 
in the range of 50–70 K for both DQC and 
DEER.

We summarize next the limiting distance 
ranges and what is optimum.

a) Long distances
As noted above, the ability to measure very 
long distances is limited by the phase mem-
ory time, Tm and for proteins 65–75 Å is 
about the upper limit with current technol-
ogy. Also, distances measured in this range 
are typically not very accurate. is situa-
tion could be radically improved by protein 
deuteration. Alternatively, with a good spin 
labeling strategy, such long distances may 
be avoided.

b) Short distances
e -pulse excites a spectral extent (in 
Gauss) of about B1. It is necessary to excite 
both components of the Pake doublet in 
DEER, which normally uses -pulses lon-
ger than 20 ns (B1 of ~9 G). is provides a 
lower limit to DEER of ca. 15–20 Å (cf. Fig. 

6). However, -pulses of 30–60 ns width are 
typical, since they provide a cleaner imple-
mentation of the method, which requires that 
the pump pulse and observing pulses do not 
overlap in spectral extent. is tends to limit 
DEER to ca. 20 Å. e sensitivity to shorter 
distances decreases significantly because the 
coupling increases and both components of 
the Pake doublet can no longer be adequately 
excited [87]. Also, account must be taken of 
strong dipolar coupling during these long 
pulses [75]. (We also note that longer pulses 
render ESEEM effects negligible because of 
sufficient spectral separation.)

DQC uses intense pulses with B1 of 30 
G or greater, hence it can access distances 
as short as ca. 10 Å [25](cf. Figs. 6 and 
7). In this case the pseudosecular part of 
the dipolar term in the spin-Hamiltonian 
(cf. Eq. (1)) cannot be neglected, but this 
can be accounted for in rigorous numerical 
simulations [48]. e short distance range is 
more appropriate however for organic biradi-
cals, buried spin labels or radical cofactors, 
TOAC, and similar cases, when radicals are 
substantially immobilized and their geome-
try is known or can be deduced. is range is 
less desirable for typical nitroxide labels with 
long tethers, with uncertain geometry.

c) Optimal range of distances
In our experience an optimal range of dis-
tances for the purposes of PDS is within 
20–50 Å (45 Å for membrane proteins, 
whose Tm’s are 0.7–1 µs), even though larg-
er distances can be measured with a longer 
period of signal averaging, but usually with 
reduced accuracy. Distances shorter than 20 
Å introduce a relatively larger uncertainty 
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Fig. 6. a e challenges of short distances. DQC and DEER were applied to a rigid 12.2 Å nitroxide biradical. Detec-
tion pulses in DEER were 16/32/32 ns, the pumping pulse was 18 ns (B1 ~ 10 G). is is found to be insufficient 
to properly excite the dipolar spectrum. DQC using 6.2 ns -pulse (B1 ~ 30 G) develops the ~30 MHz oscillations 
very cleanly. e longer pulses of DEER lead to a spread in the refocusing point of different spin packets, and the 
weaker B1, both smear out the high-frequency dipolar oscillations. (e biradical courtesy of R. G. Griffin). b e 
superimposed DQC (solid line) and DEER (dotted line) signals obtained for the CheA289 heterodimer doubly-
labeled in one of two protomers at two close sites [32]. DQC is able to detect a broader range of distances.
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in estimating the C-C distances. Measure-
ment of distances in the optimal range is fast 
and accurate in most cases. e labeling sites 
and distance network should thus be chosen 
such that they provide optimal conditions for 
PDS, by increasing the relative number of 
optimal distances, as needed. Optimal condi-
tions are not readily available for oligomeric 
proteins due to multiple labels, and their 
typically large size. For an unknown struc-
ture, a preliminary scanning by several trial 
measurements may be very helpful.

7. Sensitivity of PDS

e sensitivity of PDS techniques, specifi-
cally DQC and DEER, has been discussed in 
[48], where the main criterion for sensitivity 
was based on the ability to perform a success-
ful experiment, (i.e. of reliably measuring a 
distance) in a reasonable period of time. It 
was chosen to correspond to an acceptable 
SNR, nominally taken as a Sacc of 10, which 
has to be attained in an acceptable time of 
experiment nominally taken as 8 hrs of sig-
nal averaging. Such a SNR would make it 
possible to obtain a desired distance, given 
a sufficient length of, tmax. However, a Sacc of 
10 is a bare minimum, and we usually require 
a SNR of at least 50 [72].

Even though it is possible to estimate sen-
sitivity rather accurately from first principles 
[88], we prefer to use an experimental calibra-

tion in the spirit of [48] based on measure-
ment of the spin echo amplitude using a two-
pulse primary echo (PE). Such an experiment 
provides the SNR for a single-shot, S1(PE).

e calibration of DQC and DEER has 
been conducted for our pulse ESR spec-
trometer [32, 89] at the working frequency 
of 17.35 GHz on a nitroxide sample of 4-
hydroxy TEMPO in a vitrified solution of 
50% (w/v) glycerol in H2O with a 20 µM 
spin concentration in a 10 µL sample volume 
at 70 K, where most PDS measurements are 
performed. e DEER calibration used a pri-
mary echo [90] generated by /2- pulses 
(-pulse of 32 ns) separated by 80 ns, with 
the pulses applied at the low-field edge of 
the nitroxide spectrum. A similar DQC cal-
ibration was based on /2- pulses with a 
6 ns -pulse, and the same separation as in 
DEER, but pulses were applied in the middle 
of the spectrum. For the two measurements, 
the ratio of the echo amplitudes relevant for 
(DQC vs. DEER) was ca. 6.5 and the ra-
tio of SNR’s of the single-shot signals at the 
condition of optimal signal reception (i.e. 
given by the integration of the spin echo in 
the time window defined by the time points 
corresponding to 0.7 of the echo amplitude) 
was ca. 3.0, i.e. S1 ≈ 0.42 µM–1 (DEER) and 
S1 ≈ 1.25 µM–1 (DQC).

Based on these numbers, the estimates of 
the dipolar signals for the two methods ac-
cording to the analyses given in [47, 48] are 

summarized as follows. For 4-pulse DEER 
with 16/32/32 ns pulses in the detection 
mode and a 32 ns pump pulse, S1 is 0.084 
µM–1, and for DQC based on a 3/6/3/6/3/
6 ns pulse sequence, S1 is 0.3 µM–1, i.e. it 
is greater for DQC by a factor of 3.6. is 
ratio is supported by our experimental ob-
servations, (e.g. Fig. 8). Using the sensitivity 
analysis of [48] we estimate the SNR of the 
raw data of the full PDS experiment as

SNR S x C K f T ft n

t
T

kxCGt

=

× − −









2

2
2

1
2

1
1 2c

m

( , )( / )

exp

exp
/

max
max  . (9)

Here, texp is the duration of the experimen-
tal data acquisition; f is the pulse sequence 
repetition frequency; n is the number of data 
points in the record3; C is the doubly-labeled 
protein concentration (µM); c is the ratio of 
the sample volume (≤15 µL) to that used in 
the calibration (i.e. 10 µL). e terms in the 
exponent are consistent with those given in 
[48], namely the first accounts for the phase 
relaxation (where we use4  = 1 in Eq. (9)) 
and the second for instantaneous diffusion, 
where k ≅ 1 µs–1mM–1 for nitroxides. G is 
method-specific [48] (and defined below in 
the next section), and for the pulse sequences 
defined above it is ca. 0.14 in DEER and ca. 
0.52 in DQC. We also include the spin-label-
ing efficiency, x, which modifies the fraction 
of both spins that need to be flipped in PDS, 
showing its strong effect on the outcome of 
an experiment. Below we assume complete 
labeling for convenience in the discussion 
(x = 1). K(f,T1) = 1 – exp(–1/fT1) gives the ef-

3 Note that the factor of n1/2 in Eq. (9) accounts for 
the effective averaging of each data point. But the raw 
signal can be processed in several ways in order to de-
termine distances and the distributions in distances, 
when possible. In [48] the number of points was not 
included in the expression for the SNR, because their 
sensitivity analysis was conducted within the context of 
the maximum measurable distances. In that case, based 
on consideration of spectral analysis (i.e. by FT), there 
should be at least nmin = 4tmax/Tdip sampling points in 
order to satisfy the Nyquist criterion for the highest 
dipolar frequency of the Pake doublet, 2d (and just 
2 for tmax = Tdip/2). It is this nmin that should be used 
as N in Eq. (9) to estimate the SNR for the dipolar 
spectrum in the frequency domain. Oversampling does 
not degrade the SNR, which is determined by the total 
number of signal samples (ftexp) and nmin, but it helps 
to reduce aliasing in the spectrum and may have other 
positive effects. For reliable recovery of distributions in 
distances by Tikhonov analysis, 50–100 data points are 
desirable with the SNR in the data record of at least 30 
[72, 91] Eq. (9) thus gives a conservative estimate.

4 When  > 1, e.g. for relaxation effects from nuclear 
spin diffusion, its partial refocusing in the DQC ex-
periment provides an improved SNR [19].

Fig. 7. a Distance distributions for a set of doubly-labeled peptoids (b) with a range of end-to-end distances [25]. 
c Shows time-domain signals, which for the shortest distance, decay is less than 10 ns.
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fect of incomplete spin-lattice relaxation for a 
given relaxation time, T1 and repetition rate, 
f. (K is 0.72 for the optimal repetition rate, 
when fT1 = 0.79 and is unity when fT1 << 
1.) As an illustration of the capability of PDS 
in various regimes, we consider the following 
examples: fully supported by experiment.

a) Short distances, low concentrations
For a short distance of 20 Å (Tdip ≡ d

–1 = 
154 ns), we set tmax = 0.48 µs ≈ 3Tdip in order 
to provide very good resolution of distance; 
Tm is taken as 1.0 µs, i.e. the shortest within 
its typical range; 8 ns steps in t yielding 60 
data points are taken as producing the sig-
nal record; a pulse repetition frequency f of 
1 kHz should be optimal for a spin-labeled 
protein at 70 K. One finds from Eq. (9) that 
just texp ≈ 4 min of signal averaging of the 
DQC signal provides a SNR of 10 for a C 
of 1 µM. DEER will require nearly one hour 
(50min) to achieve this result. Note that this 
concentration corresponds to just 10 pico-
moles of protein. A high SNR of 100 for 
DQC could be attained in 6.5 hours for the 
same amount of protein.

b) Long distances
We assume tmax = 4 µs, a typical Tm of ca. 2 
µs, and the steps in t are taken to be 50 ns. 
en a SNR of 10 will be reached in 8 h for 
a C of 2.1 µM for DQC (while for DEER it 
would be 104 h). By using one period of Tdip 

we find Rmax = 59 Å; for half of the period, 
Rmax is 75 Å. (Longer distances cannot be es-
timated reliably with this SNR). An accurate 
analysis of the distance distribution requires 
a higher concentration of at least 10 µM in 
order to provide a SNR of at least 50 [72, 91], 
under otherwise similar conditions.

c) Distances in the optimal PDS range
We consider 50 Å as an upper limit for the ‘op-
timal’ PDS distance range. Tdip is then 2.4 µs, 
therefore a tmax of 2.4 µs suffices to provide the 
distance sufficiently accurate for a structure 
constraint. We assume the rather challenging 
case of Tm = 1.5 µs; steps in t are taken to be of 
32 ns; f is 1 kHz, C is taken as 25 µM; but now 
we require a good SNR of 50. Such a SNR 
will be achieved in 16 min by DQC. DEER 
will require nearly 3.5 hours to achieve the 
same result, or else the concentration must be 
increased (by a factor 2–4). Shorter distances 
of 20–45 Å are measured faster, or else yield 
a better SNR or resolution.

Absolute spin sensitivity is closely related 
to the concentration sensitivity; however it 
does increase rapidly with an increase of the 
working frequency due to the smaller volume 
of a resonator used at a higher frequency, e.g. 
at Ku-band 25–250 picomoles of protein are 
routinely used in the optimal distance range. 
e smaller amounts are better suited for 
DQC. ese amounts can be reduced by 
about an order of magnitude using smaller 
resonators than we currently employ, but by 
an even greater factor at a higher working 
frequency.

We remind the reader that the above esti-
mates relate to our 17.3 GHz spectrometer; 
lower estimates of sensitivity, in particular ab-
solute sensitivity, would apply to the typical 
pulse spectrometers that operate at 9 GHz, 
(cf. below).

8. Further Aspects of Sensitivity 
of PDS: Higher Frequencies

To complete our discussion of sensitivity, we 
address the single-shot SNR of the dipolar sig-
nal, S1 in Eq. (9) in the absence of relaxation 
and the other factors considered above, with 
a view to estimate its frequency dependence. 
It is clear that this sensitivity is determined by 
the SNR of the relevant echo signal, which de-
pends on the fraction of participating A spins 
giving rise to the echo, and is then modified 
with the factor (≤1) depending on the frac-
tion of the B spins flipped by the pump pulse; 
(in DQC B spins are also A spins, but the 
approach below works similarly). e SNR 

is highest when all (or nearly all) spins are 
excited, resonator Q matches the bandwidth 
of the echo (and that of excitation pulses), 
and the signal reception is optimized, e.g. by 
matched filtering. e single-shot SNR of the 
part of the echo modified by dipolar coupling, 
S1 can be estimated as (cf. [90]):

S CV GH Q V F f1 0
1 2=   s c N( / ) /  (10)

wherein 0 is a constant,  = 2f, where f is 
the working frequency; C is the spin concen-
tration in the sample; Vc is the resonator effec-
tive volume; Vs = Vc is the sample volume, 
with  being the filling factor of the resona-
tor; G and H are the spectral excitations of A 
and B spins, respectively; Q is the loaded Q-
value of the resonator; FN is the system noise 
figure; f is the receiver bandwidth.

Often, f is set to match the signal band-
width e.g. the spin-echo signal is integrated 
(usually between the points located at ca. 
2/3 of the echo height). e spectral extent 
of the echo is proportional to B1, thus for 
optimal signal reception f  B1. Also, Q 
is set to accommodate short pulses in DQC 
and the frequency separation in DEER. We 
assume Q  K1/eB1 with K1 ≈ 0.1–0.2 for 
DEER and K1 ≈ 1 for DQC. For a modern 
solid-state receiver, FN only slowly degrades 
with frequency increase; therefore it will be 
considered a constant.

Both, G and H are determined mainly by 
the spectral coverage of the -pulses. us 
the better spectral coverage of DQC is in-
cluded in these factors. In DQC G ≈ H, and 
we assume for simplicity the same for DEER, 
which is usually the case. For DEER, typical-
ly, the pump pulse should be in the 20–40 ns 
range to avoid signal distortions, yet provide 
adequate excitation. In DQC -pulses can 
be as short as 3–4 ns. For B1 << Bs we can let 
for both DQC and DEER G ≈ H  B1/Bs, 
where Bs is the spectral extent in Gauss; so 
GH = K(B1/Bs)2, with K dependent on pulse 
method [48, 76]. In the opposite case of large 
B1 ≥ Bs, appropriate for DQC, G and H levels 
off approaching unity. Given practical con-
siderations, one chooses in DQC a value of 
B1/Bs = K2 < 1 (e.g. K2 ~ 0.7 for DQC as 
compared to 0.1–0.2 for DEER).

With all these considerations, the achiev-
able SNR for the integrated dipolar signal 
becomes5

S CV B KK K1
2 1

2 1
1 2∝ − c

1/2
s

/ . (11)
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Fig. 8. Comparison of the DQC signal vs. t (A) and 
4-pulse DEER vs. t (B) operating at 17.4 GHz for spin-
label at position 340 in the cytoplasmic domain of band 
3 protein [35]. e same resonator and sample was used 
in both cases, data collection time was 25 min, T was 70 
K. In DQC 9 ns -pulses, (i.e. 20 Gauss B1) were used; 
16/32/32 ns observing pulses and 28 ns pumping pulse 
were used in DEER. SNR of DQC is 142, in DEER it is 
43. e DQC SNR may be improved by using shorter 
-pulses. An additional advantage of DQC was due to 
its partial cancellation of nuclear spin diffusion. (Current 
operating performance for these conditions yields SNR’s 
that are greater by a factor of 2.5.) (Unpublished data, 
the protein courtesy of Zheng Zhou.)

5 A larger number of pulses in DQC and the factor of 
2 in the denominator (cf. Eq. (8)), makes the differ-
ence between the two methods less dramatic as follows 
from more accurate analysis.
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For the same type of resonator6 Vc = –3, 
with  being determined by the resonator 
design. en the SNR depends on concen-
tration as

S C C B KK K1
1 2 1 2 1

2 1
1 2( ) / / /∝ −   s  (12)

whereas the absolute sensitivity in terms of 
number of spins, N is:

S N N B KK K1
7 2 1 2 1

2 1
1 2( ) / / /∝ − −  s . (13)

For very high frequencies Bs
–1 ∝ , so

S C C KK K1
1 2 1 2

2 1
1 2( ) / / /∝ −   , (14)

S N N KK K1
5 2 1 2

2 1
1 2( ) / / /∝ −  . (15)

11. Some Technical Aspects of 
DEER and DQC

A preferred setup for 3-pulse DEER is based 
on using two independent power amplifiers 
(sources) for the two frequencies [40]. (And 
we find it beneficial in all cases.) A bimodal 
cavity resonator was used with this scheme 
in order to optimize sensitivity and reduce 
overlap between excitation profiles of pulses 
in pumping and detection modes. e gain 
in concentration sensitivity due to a higher 
Q-value and relatively large sample volume 
is offset by a low filling-factor. e modern 
approach, which is preferred for PDS, is 
based on using loop-gap (LGR) or dielec-
tric resonators, which can be easily installed 
in commercial cryostats, providing days of 
continuous stable operation. Also, the sensi-
tivity is higher and sample size can be much 
smaller resulting in small amounts, when 
this is needed.

3-pulse DEER can be successfully con-
ducted with a single amplifier as we dem-
onstrate (cf. Fig. 9a), but this usually neces-
sitates using a TWTA in its linear regime, 
which is some 10–12 dB below the preferred 
saturation mode of operation. For this rea-
son there may not be enough power at X-
band to provide short pulses, but it was not 
a problem at Ku-band. Simultaneous appli-
cation of bichromatic irradiation may also 
contribute a problem. On the other hand, 
the pulses in 4-pulse DEER do not need 
to be close, thereby avoiding some small 
but significant dead times effects in 3-pulse 
DEER. 4-pulse DEER thus can be readily 
set up with a single amplifier, and stronger 
pulses can be produced, leading to greater 
sensitivity. Pulse interaction is not entirely 
removed, but becomes less of a problem if 
the distance between the first two pulses is 
not too short.

Figure 9 compares 3-, 4-pulse DEER and 
DQC carried out in the same setup on the 
same sample with a single TWTA mode of 
operation. A better SNR in 3-pulse DEER 
compared to 4-pulse DEER is mostly due 
to the short relaxation times, T1 and T2 at 
the temperature of 200 K used. Note, that 
in both forms of DEER, the apparent dead 
time (time resolution) is limited by the pulse 
widths (one can see this point in Fig. 6), and 
thus is considerably longer than in DQC, 
which uses pulses as short as a few nano-
seconds. DEER can be used, in principle, 
without phase cycling or even with incoher-
ent pulses, (with performance degradation). 
However, DEER requires high instrument 

6 Note that at a lower frequency Vc may be limited by 
available power, thus  needs to be smaller.

e inversion of the signal Vintra given by Eq. 
(16) to obtain P(r), the distance distribu-
tion, is in principle achievable by standard 
numerical methods, such as by singular value 
decomposition (SVD), but it is an ill-posed 
problem which requires regularization meth-
ods in order to arrive at a stable solution for 
P(r). In the practical implementation, the 
data are discrete and available over a limited 
time interval, and the actual form of the 
kernel K(r,t) may differ from the ideal form 
given by Eq. (17).

Tikhonov regularization [72, 91, 95] re-
covers the full distribution in distance, P(r). 
It is based on seeking an optimum P(r), 
which tries to minimize the residual norm 
of the fit to the data while also trying to maxi-
mize the stability of P(r) (i.e. to reduce its os-
cillations). e relative importance of both is 
determined by the regularization parameter, 
. e L-curve method [97] for optimizing 
 is computationally very efficient and the 
most reliable to date, [91]. In the Tikhonov 
method the regularization removes the con-
tributions of the small singular values, i in 
the SVD that are corrupted by the noise by 
introducing the filter function,

f i
i

i

≡
+



 

2

2 2
  (18)

which filters out those contributions for 
which i

2 << 2. Further refinement of 
the P (r) can be performed by means of the 
maximum entropy method (MEM) [72, 
98], although it is computationally more 
time consuming. The latest versions of 
MEM and Tikhonov regularization permit 
one to simultaneously fit and remove the ef-
fects of Ainter and/or Binter while optimizing 
the P(r) from raw experimental data [72]. 
It was shown [70, 72, 91, 95] that distance 
distributions are recovered faithfully, from 
test data simulated using the ideal kernel of 
Eq. (17) even in the presence of significant 
noise (SNR of 10). However, real data de-
parts from this ideal picture for several rea-
sons, thus increasing uncertainty and requir-
ing significantly higher SNR.

be represented by a Fredholm integral equa-
tion of the first kind

V t V P r K r t rintra( ) ( ) ( , )d=
∞

∫0
0

 (16)

with the kernel K(r,t) for an isotropic sample 
(cf. Eqs. (2) and (3)) given by

K r t t x x( , ) cos[ ( )]d= −∫ d 1 3 2

0

1

. (17)

We assumed above there is enough power 
available at the higher frequencies to main-
tain optimal SNR, so S1(C )  –1/2 and 
S1(N )  5/2. us it would appear that 
concentration sensitivity is not benefited 
by going to higher frequencies (e.g. in the 
mm-range) but absolute sensitivity should 
improve. On the other hand even at W-
band the spectral width growth is not as 
dramatic, and there are opportunities to 
design resonators with a larger value of . 
Given the use of open Fabry-Perot resonators 
that have relatively large Vc, circular polar-
ization, and other factors, such as different 
spectral shapes, these matters require more 
detailed consideration.

10. Distance Distributions

Several approaches to determine distance 
distributions of paramagnetic centers in 
solids were utilized in the early applica-
tions of DEER and related methods [40, 
42, 92]. Such methods have been improved 
[72, 91, 93–95] and the Tikhonov regular-
ization method [96] became a routine for 
extracting distance distributions from the 
raw or preprocessed data from both DEER 
and DQC.

e time-domain dipolar signal for uni-
form spin distributions in the sample may 
generally be viewed as VintraAinter + Binter (Binter 
originates from singly-labeled molecules and 
free label or pairs where one of the spins does 
not participate). e A and B terms are re-
moved to the extent possible; and then, 
what is taken to be a reasonably accurate 
representation of Vintra is subject to inverse 
reconstruction by Tikhonov regularization or 
related methods. e ideal-case problem can 
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stability in order to maintain gain, phase, 
field, etc. as all small drifts directly affect 
the echo amplitude, leading to low-fre-
quency noise that could limit SNR. is re-
quires state-of-the-art pulse generation and 
signal detection paths with low noise and 
drifts, thus very high overall stability, which 
may be difficult to achieve in a home-built 
instrument, unless it is designed and built 
with the care given by commercial equip-
ment vendors.

A key virtue of DQC is the suppression 
of the large background signal (baseline) by 
means of its extensive phase-cycling, in par-
ticular its use of the double-quantum filter. 
Unwanted modulation of the signal due to 
low frequency noise and drifts in phase or 

gain becomes less important, thereby sim-
plifying implementation and use. is also 
helps to reduce nuclear ESEEM effects, which 
are mostly due to modulation of the large 
background from the single order coherence 
signals. e basic requirement is to provide 
reasonably accurate quadrature phase-cycling 
and sufficient B1, which requires a more pow-
erful and thus more expensive TWTA. Once 
these requirements are met, DQC is easy to 
set up and use. Since a higher-power TWTA 
could be a less attractive option for a typical 
user, a sound alternative is to employ minute 
dielectric or loop-gap resonators, which were 
demonstrated up to 95 GHz [99, 100], yet a 
cavity resonator is still a viable alternative at 
35 GHz and above [100, 101].

3-pulse DEER was introduced among 
other things to minimize nuclear ESEEM 
effects, since excitation and detection regions 
of the ESR spectrum are well separated. For 
a typical 4-pulse DEER experiment with a 
single power amplifier at X-band, ESEEM 
cannot be discounted. In both DQC and 
DEER, standard suppression techniques are 
very successful, [20, 85, 102]. Also, increas-
ing the frequency from 9 GHz to 17 GHz 
virtually eradicates the proton ESEEM, but 
deuterium ESEEM, as we find, can remain 
a factor in DQC.

Finally we mention orientation selection 
in DEER [38, 76] due to the anisotropy of 
the nitroxide magnetic tensors and their 
orientations relative to the inter-spin vector. 
is is an issue for DEER due to its use of 
selective pulses. DQC with its hard pulses is 
much less sensitive to orientational selectiv-
ity, but when desired orientational correla-
tions can be revealed in considerable detail 
in a 2D mode [48]. e reader is referred 
to analyses of orientational selectivity, and 
its potential for distorting the dipolar spec-
trum in DEER by [76, 103]. However, the 
flexibility of side-chain spin labels, such as 
MTSSL, considerably decreases correlation 
effects. On the contrary at high fields, where 
orientation selection could be objectionable 
in standard use, it can be exploited to obtain 
some additional information on orientation 
of nitroxide side-chains, and endogenous 
radical centers [23, 104].

12. Summary and Perspective

In most PDS studies conducted thus far, just 
a few distances were typically obtained, often 
with the goal of detecting an important struc-
tural change or establishing the oligomeriza-
tion state [15, 37, 105]. On the other hand, 
cw ESR routinely employs extensive protein 
scans [67–69] to elucidate aspects of second-
ary and tertiary structures. PDS is certainly 
capable of extensive protein mapping as we 
have demonstrated [18, 32]. In all, at least 
70 distances (including those using WT pro-
teins) have been obtained in our work on the 
CheA/CheW complex of T. maritima. Our 
approach is based on implementing trian-
gulation to determine the ternary structure. 
A similar mapping effort has focused on the 
helix topology of -Synuclein [18].

At present, protein structure can be rea-
sonably accurately evaluated just using self-
consistent nitroxide side-chain modeling (as 
noted above) and by structure refinement by 
CNS for a sufficiently large set of ESR dis-
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Fig. 9. 3- (a) and 4-pulse (b) DEER, and DQC (c) are compared for a 16.3 Å rigid biradical in LC phase V, rapidly 
frozen from the isotropic phase; at –80°C and 17.4 GHz. DEER was set up with a single power amplifier working 
in the linear regime at 10 dB below saturated output level. A low-Q dielectric resonator was used to accommodate 
the pulses at both DEER frequencies separated by ~100 MHz. /2- and -pulses were 10 and 20 ns in DEER 
and 3.2 and 6.2 ns in DQC. e pumping pulse was positioned at the low-field portion of the nitroxide spectrum. 
e informative parts of the signal traces in DEER are enclosed in a rectangle. In 4-pulse DEER the maximum 
of the signal is shifted in time as in DQC, so both 4-pulse DEER and DQC are zero dead-time pulse sequences. 
e outer turn-over points of the Pake doublet are missing in the dipolar spectrum from the DEER signals. e 
DQC signal is considerably stronger and cleaner but decays somewhat faster due to spectral broadening caused by 
the pseudosecular term of the dipolar coupling.[48, 62].
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tance constraints, [63]. One could anticipate 
that future developments will enable ESR 
distance restraints combined with homolo-
gy modeling, nitroxide side-chain geometry 
simulation, and structure prediction to be 
applied to generate detailed 3D structures of 
large proteins and their complexes.

Further technical improvements are ex-
pected in PDS, in particular in DQC, which 
is not yet at its optimum performance. Short-
er pulses with higher B1’s, better phase cy-
cling, and resonators optimized for concen-
tration and absolute sensitivity are expected 
in the near future. Both DEER and DQC 
will be developed at a higher frequency than 
Ku-band. e automation of sample process-
ing is also planned at ACERT.

1. Borbat, P. P., da Costa-Filho, A. J., Earle, K. A., 
Moscicki, J. K., and Freed, J. H. (2001). Science 
291, 266–9.

2. Columbus, L., and Hubbell, W. L. (2002). Trends 
Biochem. Sci. 27, 288–295.

3. Fanucci, G. E., and Cafiso, D. S. (2006). Curr. 
Opin. Struct. Biol. 16, 644–653.

4. Freed, J. H. (2000). Annu. Rev. Phys. Chem. 51, 
655–689.

5. Altenbach, C. A., Oh, K.-J., Trabanino, R. J., Hideg, 
K., and Hubbell., W. L. (2001). Biochemistry 40, 
15471–15482.

6. Hanson, P., Millhauser, G., Formaggio, F., Crisma, 
M., and Toniolo, C. (1996). J. Am. Chem. Soc. 118, 
7618–7625.

7. Hustedt, E. J., Smirnov, A. I., Laub, C. F., Cobb, C. 
E., and Beth, A. H. (1997). Biophys. J. 72, 1861–
1877.

8. Koteiche, H. A., and Mchaourab, H. S. (1999). J. 
Mol. Biol. 294, 561–577.

9. Mchaourab, H. S., Oh, K. J., Fang, C. J., and Hub-
bell, W. L. (1997). Biochemistry 36, 307–316.

10. McNulty, J. C., Silapie, J. L., Carnevali, M., Far-
rar, C. T., Griffin, R. G., Formaggio, F., Crisma, 
M., Toniolo, C., and Millhauser, G. L. (2001). J. 
Peptide Sci. 55, 479–485.

11. Ottemann, K. M., Xiao, W., Shin, Y.-K., and Kosh-
land, D. E., Jr. (1999). Science 285, 1751–1754.

12. Rabenstein, M. D., and Shin, Y.-K. (1995). Proc. 
Natl. Acad. Sci. U. S. A. 92, 8239–43.

13. Sale, K., Song, L., Liu, Y.-S., Perozo, E., and Fajer, 
P. (2005). J. Am. Chem. Soc. 127, 9334–9335.

14. Xiao, W., Poirier, M. A., Bennett, M. K., and Shin, 
Y.-K. (2001). Nat. Struct. Biol. 8, 308–311.

15. Banham, J. E., Timmel, C. R., Abbott, R. J. M., 
Lea, S. M., and Jeschke, G. (2006). Angewandte 
Chemie, Intl Ed. 45, 1058–1061.

16. Bennati, M., Robblee, J. H., Mugnaini, V., Stubbe, 
J., Freed, J. H., and Borbat, P. P. (2005). J. Am. 
Chem. Soc. 127, 15014–15015.

17. Biglino, D., Schmidt, P. P., Reijerse, E. J., and Lu-
bitz, W. (2006). ChemPhysChem 8, 58–62.

18. Borbat, P., Ramlall, T. F., Freed, J. H., and Eliezer, D. 
(2006). J. Am. Chem. Soc. 128, 10004–10005.

19. Borbat, P. P., Davis, J. H., Butcher, S. E., and 
Freed, J. H. (2004). J. Am. Chem. Soc. 126, 
7746–7747.

20. Borbat, P. P., Mchaourab, H. S., and Freed, J. H. 
(2002). J. Am. Chem. Soc. 124, 5304–5314.

21. Borovykh, I. V., Ceola, S., Gajula, P., Gast, P., Stein-
hoff, H.-J., and Huber, M. (2006). J. Magn. Reson. 
180, 178–185.

22. Cai, Q., Kusnetzow, A. K., Hubbell, W. L., 
Haworth, I. S., Gacho, G. P. C., Van Eps, N., Hi-
deg, K., Chambers, E. J., and Qin, P. Z. (2006). 
Nucleic Acids Res. 34, 4722–4730.

23. Denysenkov, V. P., Prisner, T. F., Stubbe, J., and 
Bennati, M. (2006). Proc. Natl. Acad. Sci. U. S. A. 
103, 13386–13390.

24. Dzikovski, B. G., Borbat, P. P., and Freed, J. H. 
(2004). Biophys. J. 87, 3504–3517.

25. Fafarman, A. T., Borbat, P. P., Freed, J. H., and 
Kirshenbaum, K. (2007). Chem. Commun. (4), 
377–379.

26. Fu, Z., Aronoff-Spencer, E., Backer, J. M., and Ger-
fen, G. J. (2003). Proc. Natl. Acad. Sci. U. S. A. 100, 
3275–3280.

27. Hilger, D., Jung, H., Padan, E., Wegener, C., Vo-
gel, K.-P., Steinhoff, H.-J., and Jeschke, G. (2005). 
Biophys. J. 89, 1328–1338.

28. Jeschke, G., Wegener, C., Nietschke, M., Jung, H., 
and Steinhoff, H.-J. (2004). Biophys. J. 86, 2551–
2557.

29. Milov, A. D., Erilov, D. A., Salnikov, E. S., Tsvet-
kov, Y. D., Formaggio, F., Toniolo, C., and Raap, J. 
(2005). Phys. Chem. Chem. Phys. 7, 1794–1799.

30. Milov, A. D., Maryasov, A. G., Tsvetkov, Y. D., and 
Raap, J. (1999). Chem. Phys. Lett. 303, 135–143.

31. Milov, A. D., Tsvetkov, Y. D., Formaggio, F., Crisma, 
M., Toniolo, C., and Raap, J. (2003). J. Peptide Sci. 
9, 690–700.

32. Park, S.-Y., Borbat, P. P., Gonzalez-Bonet, G., Bhat-
nagar, J., Pollard, A. M., Freed, J. H., Bilwes, A. M., 
and Crane, B. R. (2006). Nat. Struct. Mol. Biol. 13, 
400–407.

33. Schiemann, O., Piton, N., Mu, Y., Stock, G., En-
gels, J. W., and Prisner, T. F. (2004). J. Am. Chem. 
Soc. 126, 5722–5729.

34. Xu, Q., Ellena, J. F., Kim, M., and Cafiso, D. S. 
(2006). Biochemistry 45, 10847–10854.

35. Zhou, Z., DeSensi, S. C., Stein, R. A., Brandon, S., 
Dixit, M., McArdle, E. J., Warren, E. M., Kroh, H. 
K., Song, L., Cobb, C. E., Hustedt, E. J., and Beth, 
A. H. (2005). Biochemistry 44, 15115–15128.

36. Borbat, P. P., Surendhran, K., Bortolus, M., Zou, P., 
Freed, J. H., Mchaourab, H. S., (2007), PLoS Biol. 
5, 2211–2219.

References

In this commentary we emphasized that 
PDS, as it applies to protein structure, is a 
rather straightforward technique in its prin-
ciples and implementation, and is not over-
burdened with complexities. We have tried 
to convey our enthusiasm that PDS (both 
DEER and DQC) will become a standard 
technique for structure determination, given 
that it does have key virtues, which should 
lead to its wider acceptance.

Acknowledgements

We thank ACERT members and our col-
laborators on the PDS project for their 
valuable input into the development of the 
subject by engineering all proteins, peptides, 

and biradicals shown in this article: Boris 
Dzikovski, Jaya Bhatnagar, Neville R. Kal-
lenbach, Robert G. Griffin, Kan-Nian Hu, 
Igor Grigoriev, Charles P. Scholes, Vladimir 
M. Grigoryants, Hassane S. Mchaourab, 
Kavitha Surendhran, David Eliezer, Trudy 
Ramlall, Kent Kirshenbaum, Aaron T. Fa-
farman, JoAnne Stubbe, John H. Robblee, 
Eduardo Perozo, Luis G. Cuello, Sang-Yeun 
Park, Abiola Pollard, Brian R. Crane, Alex-
andrine M. Bilwes-Crane, Anup Upadhyay, 
Dale Edmondson, Albert H. Beth, Zheng 
Zhou. Dianne Patzer, Joanne Trutko, Curt 
Dunnam and Boris Naumov have provided 
valuable technical support. is work was 
supported by grants from NIH/NCRR and 
NIH/NIBIB.



32 | EPR newsletter 2007 vol.17 no.2-3 EPR newsletter 2007 vol.17 no.2-3 | 33

P. P. Borbat and J. H. Freed: Pros and Cons of Pulse Dipolar ESR P. P. Borbat and J. H. Freed: Pros and Cons of Pulse Dipolar ESR 

56. Steinhoff, H.-J. (2004). Biol. Chem. 385, 913–
920.

57. Berliner, L. J., Eaton, G. R., and Eaton, S. S. eds. 
(2000). “Distance Measurements in Biological Sys-
tems by EPR.” Biol. Magn. Reson 19, Kluwer Aca-
demic, New York.

58. Dzuba, S. A. (2005). Russian Chem. Rev. 74, 619–
637.

59. Jeschke, G. (2002). ChemPhysChem 3, 927–32.
60. Jeschke, G., and Spiess, H. W. (2006). In “Novel 

NMR and EPR Techniques”, pp. 21–63. Springer, 
Berlin New York.

61. Schiemann, O., Prisner, T. F. (2007) Quarterly Re-
views of Biophysics 40(1), 1–53, Cambridge Uni-
versity Press.

62. Borbat, P. P., and Freed, J. H. (2007). Methods En-
zymol. 423, 52–116.

63. Bhatnagar, J., Freed, J. H., Crane, B. R. (2007). 
Methods Enzymol. 423, 117–133.

64. Abragam, A. (1961). “e Principles of Nuclear 
Magnetism”, p. 104. Clarendon Press, Oxford.

65. Pake, G. E. (1948), J. Chem. Phys. 16, 327–336.
66. Klug, C. S., Camenisch, T. G., Hubbell, W. L., and 

Hyde, J. S. (2005). Biophys. J. 88, 3641–3647.
67. Crane, J. M., Mao, C., Lilly, A. A., Smith, V. F., 

Suo, Y., Hubbell, W. L., and Randall, L. L. (2005). 
J. Mol. Biol. 353, 295–307.

68. Cuello, L. G., Cortes, D. M., and Perozo, E. (2004). 
Science 306, 491–495.

69. Dong, J., Yang, G., and Mchaourab, H. S. (2005). 
Science 308, 1023–1028.

70. Bowers, P. M., Strauss, C. E. M., and Baker, D. 
(2000). J. Biomol. NMR 19, 311–318.

71. Persson, M., Harbridge, J. R., Hammarstrom, P., 
Mitri, R., Martensson, L.-G., Carlsson, U., Eaton, 
G. R., and Eaton, S. S. (2001). Biophys. J. 80, 
2886–2897.

72. Chiang, Y.-W., Borbat, P. P., and Freed, J. H. (2005). 
J. Magn. Reson. 177, 184–196.

89. Borbat, P. P., Crepeau, R. H., and Freed, J. H. 
(1997). J. Magn. Reson. 127, 155–167.

90. Mims, W. B. (1965). Rev. Sci. Instr. 36, 1472–
1479.

91. Chiang, Y.-W., Borbat, P. P., and Freed, J. H. (2005). 
J. Magn. Reson. 172, 279–295.

92. Pusep, A. Y., and Shokhirev, N. V. (1984). Optika 
i spektroskopiya 57, 792–798.

93. Bowman, M. K., Maryasov, A. G., Kim, N., and 
deRose, V. J. (2004). Appl. Magn. Reson. 26, 23–
39.

94. Jeschke, G., Koch, A., Jonas, U., and Godt, A. 
(2002). J. Magn. Reson. 155, 72–82.

95. Jeschke, G., Panek, G., Godt, A., Bender, A., and 
Paulsen, H. (2004). Appl. Magn. Reson. 26, 223–
244.

96. Tikhonov, A. N., and Arsenin, V. Y. (1997). “Solu-
tions of Ill-posed Problems”, Halsted Press (Wiley), 
New York.

97. Hansen, P. C. (1992). SIAM Rev. 34, 561–580.
98. Amato, U., and Hughes, W. (1991). Inverse Probl. 

7, 793–808.
99. Mett, R. R., Sidabras, J. W., and Hyde, J. S. (2007). 

Appl. Magn. Reson. 31, 573–589.
100. Sidabras, J. W., Mett, R. R., Froncisz, W., Cameni-

sch, T. G., Anderson, J. R., and Hyde, J. S. (2007). 
Rev. Sci. Instr. 78, Art. No. 034701.

101. Gromov, I., Forrer, J., and Schweiger, A. (2006). 
Rev. Sci. Instr. 77, Art. No. 064704.

102. Bonora, M., Becker, J., and Saxena, S. (2004). J. 
Magn. Reson. 170, 278–283.

103. Milov, A. D., Tsvetkov, Y. D., Formaggio, F., Oan-
cea, S., Toniolo, C., and Raap, J. (2003). J. Phys. 
Chem. B107, 13719–13727.

104. Polyhach, Y., Godt, A., Bauer, C., Jeschke, G. 
(2007). J. Magn. Reson. 185, 118–129.

105. Kay, C. W. M., Elsaesser, C., Bittl, R., Farrell, S. 
R., and orpe, C. (2006). J. Am. Chem. Soc. 
128, 76–77.

73. Brunger, et al. (1998). Acta Crystallographica, D54, 
905–921.

74. Jeschke, G., Polyhach, Y. (2007). Phys. Chem. 
Chem. Phys. 9, 1895–1910.

75. Maryasov, A. G., and Tsvetkov, Y. D. (2000). Appl. 
Magn. Reson. 18, 583–605.

76. Maryasov, A. G., Tsvetkov, Y. D., and Raap, J. 
(1998). Appl. Magn. Reson. 14, 101–113.

77. Bowman, M. K., and Maryasov, A. G. (2007) J. 
Magn. Reson. 185, 270–282.

78. Pannier, M., Veit, S., Godt, A., Jeschke, G., and 
Spiess, H. W. (2000). J. Magn. Reson. 142, 331–
340.

79. Jeschke, G., Pannier, M., Godt, A., and Spiess, H. 
W. (2000). Chem. Phys. Lett. 331, 243–252.

80. Huber, M., Lindgren, M., Hammarstrom, P., 
Martensson, L.-G., Carlsson, U., Eaton, G. R., 
and Eaton, S. S. (2001). Biophys. Chem. 94, 
245–256.

81. Lindgren, M., Eaton, G. R., Eaton, S. S., Jons-
son, B.-H., Hammarstrom, P., Svensson, M., and 
Carlsson, U. (1997). J. Chem. Soc., Perkin Trans. 
2, 2549–2554.

82. Zecevic, A., Eaton, G. R., Eaton, S. S., and Lind-
gren, M. (1998). Mol. Phys. 95, 1255–1263.

83. Milov, A. D., Salikhov, K. M., and Tsvetkov, Y. D. 
(1973). Sov. Phys. Solid State 15, 802–806.

84. Nevzorov, A. A., and Freed, J. H. (2001). J. Chem. 
Phys. 115, 2416–2429.

85. Jeschke, G., Bender, A., Paulsen, H., Zimmermann, 
H., and Godt, A. (2004). J. Magn. Reson. 169, 
1–12.

86. Milov, A. D., and Tsvetkov, Y. D. (1997). Appl. 
Magn. Reson. 12, 495–504.

87. Milov, A. D., Naumov, B. D., and Tsvetkov, Y. D. 
(2004). Appl. Magn. Reson. 26, 587–599.

88. Rinard, G. A., Quine, R. W., Song, R., Eaton, G. 
R., and Eaton, S. S. (1999). J. Magn. Reson. 140, 
69–83.

We cordially invite you to participate in 
the 6th Asia Pacific EPR/ESR Symposium 
which will be held in Cairns, Australia from 
July 13 to July 18 in 2008 and promises to 
be an exciting conference.

is conference series is organised by the 
Asia-Pacific EPR/ESR society, with previous 
meetings held in 1997, 1999, 2001, 2004 
and 2006. APES 2008 aims to address all 
aspects of EPR/ESR ranging from theoreti-
cal and experimental advances in CW EPR/
ESR, pulsed EPR, high frequency and high 
field EPR, ENDOR, time resolved EPR, 
FMR, MRI, CIDEP and ODMR to appli-
cations in medicine, biology, chemistry and 
materials science.

More information concerning the confer-
ence will be available shortly through the 
APES website (www.apeprs.org)

Notices of

Meetings

or alternatively contact one of the organisers.
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Prof. Graeme Hanson, CoChair graeme.hanson@cmr.uq.edu.au
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