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VIII.l. GENERAL APPROACHI 

We start with the time rate of change of the spin density ma­

trix for a single spin system: 
x 

a(t) = -i [;1,0'] ;: -W 0' 

where ~ = ~o + ~l (t), and we use the Kub02,3 notation for super­

operators: AX, such that AXB = [A,B]. We define an interaction 

representation by: 

:j: iJl t iJ{, t -iJ{, t 
C' (t) = e 0 C' = e 0 ae 0 

and ~:(t) = eurot~l (t) = eWo t~l (t)e -Wo t 

Then,eq. (1) becomes in the interaction representation: 

(1) 

(5 ) 

We are, however, interested in an ensemble averaged a(t) which we 

denote by (a(t)\. One method of solution of eq. 5 is to iterate and 

h k hI 4,5. . b f h t en ta e ensem e averages. But 1t 1S etter to irst write t e 

formal solution of eq. 5 in terms of an ordered exponent, designated 

by the subscript 0 (cf. Ch. I by Muus on time ordering): 

'*' t:j: X (0' (t) (expO [ -if dt I~l (t ') ])0'(0) 
o 
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where a(o) is an arbitrary initial value for the ensemble and the 

operator exponential is defined in terms of its infinite series 

expansion: 
t co 

(exp [-iJ dt 'U:*(t ')X]) = ~ M (t) o 0 1 n=O n 
(7) 

where M (t) = (;i)n (0 [stdt 'U"*(t) ]n) = (-i)nstdtlrldt:a 
n n. 0 0 0 

(8) 

and Me (t) = 1 

Here 

(9 ) 

is a generalized nth order time correlation function of the random 

operator, U"l*(t). It may also be regarded as a generalized moment. 
1-3 In the cumulant method, we replace the expansion eq. by the 

ordered exponent 

where K(t) 

(10) 

(11 ) 

Each Kn is still an operator and is of nth order in u"~(t)x. The 

precise definition of the nth order cumulant is given by the 

infinite series expansion 

eXPo[~K(t)]= ~(p!)-lO[~K(t)]P (12) 
0=1 n p=O n=l n 

where we must preserve the time ordering in the cumulants. The Ku 
are then obtained by equating the terms in the two expansion eqs. 

7 and 12 of the same order in U"l*(t)x. Thus to fourth order one has: 

~=~ 

~ =~ _ ~(~a) 

Ka = Ms - ~[O(~~) + O(~~)] + to(~3) 
K4 = M4 - ~(~2) - ~[O(~Ms) + O(Ms~)] 

+ ~[O(~a~) + O(~~~) + O(~~2)] 
_ ~(~4). 

(l3a) 

(l3b) 

(l3c) 

(l3d) 
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The nature of the ordering prescription is obtained directly from 

eq. 8. Thus for example: 
t 

O(~a) = or-if dtl 111.(t1)]2 
o 

t tl 
= -2f dt1f dta111. (t1 )111. (ta )· 

o 0 
t tl 

Thus, K:a -f dt1 f dta [rna (t1, t a ) - m1 (t1 )111. (ta ) ] 
o 0 

t tl 

-f d tl f d ta Ka (t1 ' ta ) 
o 0 

6 
and is the dominant term which gives the Redfield theory. In 

2 
general, Kubo shows that 

where the K are the appropriate collections of the m : 
n n 

The most important properties of the cumu1ants K are the 
n 

following: 

(14) 

(14a) 

1) They are zero if anyone of the (random) variables contained 

in them are uncorre1ated with the others. For example, if U1(t i ) is 

uncorrelated between two times tl and t a , then we have: 

rna (t1 , t a ) = 111. (t1 )~ (ta ) 

so Ka (t) - O. 

(16a) 

(16b) 

This property automatically removes potential divergences in calcu­

lating the M (t) as t - 00 by replacing them with the K (t). n n 
2) As opposed to a moment expansion, the cumu1ant expansion 

maintains at each level of the approximation a "generalized 

exponential-decay" solution for the equations of motion, thus 

bearing a closer relation to what is expected physically_ This re­

moves the problems and ambiguities of the earlier formu1ations 5,6, 7 



168 JACK H. FREED 

which have to force a low order moment expansion into exponential 

form. 

3) The approach is valid for all times t, whereas the earlier 

perturbation approaches require a coarse-graining in time solution, 

i.e. they are valid for t » ~ , where ~ is a characteristic cor-
c c 

relation time. 

4) As long as the moment expansion is valid, the cumulant ex­

pansion represents a complete solution to the problem, which is 

valid for any stochastic process. It is usually assumed that: a) 

the stochastic process is stationary and b) it is ergodic. (a) 

means that the random process generating fluctuations in U1(t) 

always remains at equilibrium, while (b) assumes that all the spin 

systems are able to experience the same range of effects from U1(t). 

However these assumptions are not, in principle necessary. [In 

fact instead of a stochastic approximation, one can average over a 

canonical distribution of the ensemble, i.e. (A)~ = TrAe-~~re-~H, 
~ = h/kT. ] 

To more precisely demonstrate how the cumulant expansion theory 

generalizes the Redfield-type perturbation theory, we proceed by re­

writing the solution eq. 6 for a*(t). We now drop the explicit 

averaging notation, and utilize eq. 10 to obtain: 

(17) 

When the substitution ~. = t. l-t. is made, we have 
1. 1.- 1. 

t t-~l 

Kn (t) = (_i)n f d~lfd~2"" 
o 0 

(18) 

VIII.2. RELAXATION MATRIX AND SPECTRAL LINESHAPES 

We recover the time-dependent perturbation theory by solving 

for K(t) for times t»~c' Since the Kn vanish if any of the U~(t)X 
in eq. l5a are uncorrelated, the only non-vanishing contributions to 
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eq. 18 come from times T. < T • 
1. - c 

169 

Thus, a negligible error is intro-

duced into eq. 18 by letting all the upper limits tend to infinity. 

We also note that any correlations in K which decay with time (e.g. 
n 

an exponential decay) will go to zero. Thus the K(t) approaches an 

asymptotic steady-state value K(oo) independent of t except for 

sinusoidal-type oscillations. (For stationary random processes the 

correlations depend only on the time differences T., so we automat-
1. 

ically obtain non-negligible steady-state values.) Thus we have 

K (t»T ) == K (t->cx:» == exp(iO t)R(n) , (19) 
n c n n 

where R (n) and 0 are time-independent operators. [Note that it is 
n 

also possible to obtain the limiting value from lim K (t) = 
t->cx:> n .... .... 

lim sK (s), where k (s) 
s-+O n n 

is the Laplace-transform.] One can readily 

show that (2 = t1a, for all 
n 

1 
n. Thus, the long-time approximation 

to eq. 17, is, in matrix elements of ~o: 

a~ ,(t) = ~r,exp [i (Wao:.'-lL)3~ ,)t ]Rao:.'~~ P:~ ,(t) (20a) 

or 

Crao:.,(t) = -iwaapaa , +~f' Rao:.'~~' O'~~, (20b) 

where Rao:.'~~' is the time-independent relaxation matrix given to all 

orders by: 

(21) 

The cumulants then provide a precise prescription for generating all 
the R (n). 

We note from eqs. 18 and l5a that R(n) is of order 

I =1= In n-l < ~l(t) )Tc ' so convergent expansions are expected only for 

l~i(t)2 I~Tc < 1. When this condition is not fulfilled the 

relaxation-matrix approach involving times t »T is no longer 
c 

appropriate, and one must investigate K(t) more carefully for 

finite t. 

Note that, in general, the matrix elements Raa'~~' are complex 

where ReRaa'~S' gives the relaxation effects and therefore must be 
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intrinsically negative; while ImRa.a./~~1 are the dynamic frequency 

shifts which must be added to the first term on the rhs of eq. 20b. 

We note that the above method also applies to the solution of 

ensemble averaged 

S*(t) 
x 

operators, such as S (t). x 
t»'1' _. ~J<. .r. 
= C e 1.t;<t(0R*ST(t) 

x 

where R* is the complex conjugate of R, or 

Here we obtain: 

s (t) = iw ,S + :E R* 1t:lt:l / 8 
xa.a. I a.a. xa.a. I ~~ I a.a. t"t" x~~ I 

(22) 

(23) 

Eq. 23 expresses the fact that we can get coupled relaxation of dif-

and S • One must therefore diagonalize the non-Hermitian 

ferent transitions corresponding to different matrix elements S 
xa.a. ' 

~8' 
matrix with elements 

(24) 

Clearly, if 

(25) 

the a.a.' transition is "decoupled" from the ~~' transition and we 

can treat them independently. The most common case where we must 

consider coupled relaxation is when there are degenerate transitions, 

e. g. 
K 

wa..a.. I = wa..a.~ == Ub for all i, j = 1. ... N • (26) 
1.1. JJ 

Then in this N-fold degenerate transition subspace, we must diago­

nalize the N-fold matrix R:< .. 
1., J 

At this stage we discuss line-shapes from the point of view of 

linear response theory, so we can write a normalized line-shape 

function8 (see also th. X by Kivelson): 
4 co 

I(w) = IT !G(t)coswtdt (27) 
o 

where G(t) = Tr [8 (t)S .J, i.e. a trace over spin states. (28) 
s x x 

a) Simple line - Suppose S is uncoupled to any other transition. 
xa.a.' 

Then we have from eqs. 27, 28 and 23 

G(t) = 2cos (Ub t)exp (-t/Ta ) (29a) 
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and 1(w) = 4 
T2 

(29b) 
TI l+T~ (W-Ub )2 

where Ub = tlJaa,' - 1mRaa,'aa,' (30a) 

and Ts -1 = -ReR , , aa, aa, (30b) 

i.e. a Lorentzian with transverse relaxation time T2 -1 and resonant 

frequency WOo 

b) Multiple (Degenerate line)8 - We assume eq. 26 applies. We let 

the S = S i be the components X. (K) of an N-dimensional 
x , x 1. 

CltClt 
vector X(K). Let U(K) be the transformation that diagona1izes R~~ 
(we assume for now it is unitary, but see below): 

(31) 

Then one (32) 

where we have set 
[-ReA.. (K) (1 = T . (K) 

1. 2,1. 

w. (K) = wO:; - 1mA.. (K) 

(33a) 

(33b) 
1. 1. 

N 
and Y. (K) = 6 [u (K) ] -1 •• x ~K) • (33c) 

1. j=l 1.J J 

Thus we have a superposition of Lorentzians. Of course, if the Ta i , 
for different i do not differ greatly, one can adequately describe 

8 the line as a single Lorentzian with an average Ta. We note, at 

this stage, that it is only the matrix elements of ~l(t) which are 

off-diagonal in eigenstates of ~o' that can lead to off-diagonal 

elements R. .. Physically, tl.e non-zero R. . for i i- j mean that 
1.,J 1.,J 

the random perturbation is mixing up eigenlevels and/or transitions 

in a way that reflects its random time dependence. Thus, there is 

uncertainty on the individual molecular level, as to which are the 

correct zero-order transitions that are induced by the very weak 

perturbing rf field. When the correct zero-order eigenstates remain 

time-independent despite fluctuations of ~l(t), and when each eigen 
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level is involved in no more than one transition obeying eq. 25, 

then it will be possible to render the R matrix automatically 

diagonal by the proper choice of the zero-order eigenstates. 

The case of multiple 1ines8 represented by a superposition of 

Lorentzians becomes important when 1) there is hyperfine structure 

resulting from equivalent nuclei or 2) when S > i, so there are de­

generate ESR transitions. In the case of equivalent nuclei, it is 

important to distinguish between cases where the fluctuating hyper­

fine and dipolar parameters of all equivalent nuclei are the same 

at all times, in which case the nuclei are said to be completely 

equivalent, or where only their time average hyperfine terms are 

equal, i.e. equivalent (but not completely equivalent) nuclei. 

Modulation of a.(t) for equivalent nuclei can lead to alternating 
1 

line widths, wherein the components of a multiple hf line are 

affected very differently. Completely equivalent nuclei are best 

treated in the coupled representation, i.e. nuclear spin eigenfunc­

tions of J and J where J = ~ I. the total spin of the completely 
z 1 1 

equivalent group of nuclei. Then each component line belonging to 

a particular set of values of J and J will behave as a distinct 
• ., . . z . 8 9 

and 1ndependent 11ne 1n 1ts relaxat10n propert1es. ' 

The question now arises as to when the spectrum eq. 27 is 

determined by the asymptotic form eq. 23 valid for t » T. One 
c 

knows from Fourier transform theory that I(w-~), where We is the 

center frequency, is determined mainly by the behavior of G(t) 

around the region t ~ Iw-we 1-1 • Now we have seen that -Re(R) gives 

the line widths for the spectrum. Thus I (W - We) is non-negligible 

only for Iw-we I ~ IRe(R) I, so only times t > IRe(R) r1 contribute 

to the main portion of the line. Thus if 

IT Re(R) I « 1 c 
(34a) 

it follows that only times t »T contribute to the main portion c 
of the line. Also, since Im(R) gives the dynamic frequency shift, 

which shifts the resonant frequency from We to [we-Im(R)], these 

arguments also require: 
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IT Im(R) I « 1 c ( 34b) 

Eqs. 34 are independent of the order to which R has been calculated. 

A. Properties of the Relaxation Matrix 

It is possible to generate all the R(n) utilizing the pres­

cription given above. We wish to examine some of the properties of 

the R(n) now. We mainly examine R(2), although higher order terms 
1 

are given elsewhere. Thus, 

R (2) ) ) aa'~~' = Lae,~'a'(Wae + Lae,~'a'(We'a' 

-6a ,S' ~Lay,yS(WyS) - 6ae ~L~,y'ya'(We'y). (35) 

Here the spectral densities L(w) are given as one-sided Fourier 

transforms of correlation functions, which may be written in terms 

of sine and cosine Fourier transforms: 

(36) 

where 

Jae,~'a' = J [W1 (t)af'l (t+T)S'a'> -
o 

(37a) 

co 

Kae, S 'a' = J [W1 (t) af'l (t+'T")S 'a' > -
o 

(37b) 

It follows from the properties of stationary random functions, as 

well as from the Hermitian character of ~l (t), that the spectral den­

sities obey the relations: 

( 38a) 

~ 'a'ae (W) ( 38b) 
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It thus follows that 

where by Re and 1m we more precisely mean the J(w) and K(w) contri-
(a) (a) 

but ions respectively. Thus, both ReRaa/~6' and ImRaa/~6' are 

Hermitian matrices. We find in all examples of interest that they 

are also real, so they are real symmetric matrices. Thus the com­

plete R(a) matrix is symmetric, but is neither Hermitian nor real. 

It may be diagonalized by a complex orthogonal matrix. 

One often rewrites 9{1 (t) in the form: 

9{1 (t) = 6 F (t)A 
q q q 

(40) 

where F (t) is a function of spatial variables and is thus a randomly q 
varying classical function of the time, and Aq contains only the 

spin operatoxs. Then 

(4Ia) 

L",Q QI '( ) = 6 A ",QA QI ,i,(r, q;W",Q) 
,-,+",p a. Wa./~1 q,r q '-'+" r"" a. '"'!-' 

(4Ib) 

where the classical spectral densities t(w) are Fourier transforms 

of correlation functions g(~) 
00 

ta(q,r;w~) = Jga(q,r;~)exp(-iw~~)d~ 
o 

where ga (q, r;n = (F (t)F (t-~» - (F (t) )(F (t-~). q r q r (42b) 

In an analogous manner to eq. 36, we can separate ta into even and 

odd parts with respect to w. Thus, 

ta(q,r;w) = j(q,r;w) - ik(q,r;w). (43 ) 

The higher order cumulants are found to involve one-sided 

Fourier transforms of higher-order time correlation functions, e.g. 

for (F (t) = 0 we get: 
q 
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and 

(F (t)F (t-'1"l)F (t-'1"l-'1":a)F (t-'1"l-'1":a-'1"S) q r s u 

- (Fq (t)Fr (t-'1"l)(Fs (t-'1"l-'1":a)Fu (t-'1"l-'1":a-'1"S)' (45) 

For a simple line uncoupled to other lines we have to consider 

only the diagonal line width term. Thus from R(:a) we have: 

T:a -1 b = -ReR b b = [J (O)+Jbb bb(0)-2J bb(O)] a, a ,a aa, aa , aa, 

co 

= J (w(t)w(t-'1"))d'1" + i( ~ W + ~ Wb ) 
o y"la ay 'ffb y 

(46) 

where we have let: 

The term in wet) in eq. 46 is thus seen to be a secular line width 

contribution, i.e. fluctuations in the energy difference between the 

two states a and b. The terms in eq. 46 of type WayWby give the 

mean of all the transitions away from states a and b. These are the 

non-secular terms yielding line-broadening due to the Heisenberg 

uncertainty in lif~time effect. Thus, as we shall see later, the 

transition probability between states a-+b or W b is given by a-+ 

W - 2J (w) (48) a-+b - ba, ab ab 

so we have W..... = 2J b b (UI. ) = W b by eq. 37a. This is the usual u-oa a , a --oa a-+ 
microscopic reversibility, which is, however, not in general true in 

higher order, although WKb K = W b where K is time reversal 
. .. -+ ~ . a-+ . 10 

operator, 1f the Ham1lton1an 1S 1nvar1ant under time-reversal. 

The equivalent second-order time-dependent transition probability 

is, for non-resonant intermediate states, (i. e. Way ~y Way" 

~y" very large) and for "1 (t) ab = 0: 
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W(2) - L: [J ( ) 
a .... b - - ay yb by' y'a Wya l11,a l11,y' 

y, y' '" " 

+ Jay,yb,by',y'a(Way,Wab, Wyb )] 

where Jay,yb,by',y/a(Wi'Wj'~) = 

(49) 

Re L: Aq a.lr ~As~'y,AuY'a.,t4(q,r,u,s;Wi'Wj'~) (50) 
q, r, s, u 

with .t 4 ( ••• ) = ScodT1e-iWiT1i"'dT2e-iWj'f2ScodTse-iWkTs X 

000 

X g4(q,r,s,u;Tl'T2,Ta ) (50 

But now we must be careful in defining W 1..' Specifically we let a .... u 

0' = + y: R to' = W 0' - L: W 0' (52) aa b aa 'bb bb b .... a bb bra a .... o aa 

One then finds that: 

W(2) - ~ J (w w. W ) 
b .... a - L.J ay yb by' y'a ya --ba y'a y, y' , " " 

+ Jay,yb,bY',y'a(Way ', Wab, Way)' (53) 

Given that W w. W ,and w. ,are very large, the terms in Wb ay, --by, ay --by .... a 
are proportional to (W W, )-1, while the equivalent terms in ya y a 
Wb (i.e. having the same matrix elements), are proportional to .... a 
(W W hJ -lor (w , W b) -1. Thus Wb and W b are not quite equal ya y D yay .... a a .... 
if Ea i- Eb • 

A particular example of such a second-order lattice-induced 

transition in liquids is the g-tensor mechanism. In general, it is ........ 
the spin-orbit (SO) and orbit-field (O-F) interactions AL'S and ........ .... 
B L'B which are random functions, since L is quantized in the molecu-

e 0 

lar frame, while S for a polyatomic molecule and large values of Bo 

is coupled to the laboratory frame. From this point of view, g­

tensor relaxation effects come from R(4), since they are quadratic 

in both s-o and O-F terms. (One must now consider matrix elements 

in combined spin and electronic space.) Furthermore, the g-shift 

is naturally found to be the dynamic frequency shift of R(2) 

arising from these terms. There is an associated rotational 
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spin-orbit (RSO) relaxation mechanism from ReR(a), which should be 

unimportant. Various Orbach-type processes (cf. Kivelson Ch. X) 

illustrated by: 

can be calculated in this way even when the orbit-lattice or vibronic 

modulation is approximated by a stochastic process that is inde-
11 pendent of the rotational motion modulating the s-o process. The 

relaxation terms are quadratic in both vibronic (or O-L) and in 

S-O, while the associated dynamic g-shift-type terms are quadratic 

in vibronic (or O-L) terms but linear in both s-o and O-F terms. 

Note that when w ~ b>~IL , the results outlined above for na n --ba 
wb(a) are well treated by utilizing a "quasi-solid" approximation 

->a 
and then only R(a) The "quasi-solid" approximation in the case of 

the g-tensor is just the usual approach of first calculating the sol­

id g-tensor from S-O and O-F terms and then introducing rotational 

modulation into the resulting spin Hamiltonian. 

Note that one usually finds Tl = Ta for the spin-orbit induced 

relaxation mechanisms in liquids. 11 The other mechanisms such as 

spin orbit pulse (SOP) and spin-orbit tunneling (SOT) are discussed 
11 elsewhere. 

VIII.3. NON-ASYMPTOTIC SOLUTIONS 

The general solutions for k (t) instead of in; are obtained by 
n 

replacing the infinite upper limits of the time integrals in the 

spectral densities by the appropriate finite values obtained from 

eq. 15. Let us examine the ~(t) term (see also Nielsen, Ch. V). 

If we consider only a secular perturbation with 

W1 (t) = 0 

and l == < IYll (t) aa - Yll (t)bb la). 
t 

Then ~ (t) b b = - If f ga (r)dr 
a ,a 0 

(54) 

(55 ) 

(56 ) 
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t;/1 (t)X"'l (t-'r)x )ab, ab 

<1"'1 (t)X 12)ab ab , 
If we assume a simple exponential decay: 

then Ka (t) = -@~ [t/\ -1 + exp(-It I/'I'c)] 

and S* ,(2) (t) : [eXPKa (t) ] I ,S 1(0) xaa. aa. aa. xaa. 
Now I(S)(W) = ~eJ=e-iwts (2)(t) 

TT x 
o 

'I'c @ 2 Z 
= - e 'I'c Re [(6'1' )-s y(z, @'I' 2)] 

TT c c 

where y(z,a) is the incomplete gamma function and z = 

62 '1' c 2 • A series expansion gives: 

JACK H. FREED 

(57) 

(58) 

(59) 

(60) 

(61) 

i(W-Ubh + c 

@'I'S 
e c ; (-t (6'1' )sn (n/ 6'1' c)+6'1' c (62) 

TT 6 n=O n. c [(n/6'1'c)+6'1'c]S + [(w-wo)s/@] 

which is a superposition of Lorentzians of width n/'I' +~'I' and 
c c 

resonance frequency WOo But the intensity of each such component 

is proportional to (@'I' 2)n, i.e. this is an expansion in powers of 
c 

(6'1' )2. Thus, within the validity of utilizing only K(S)(t) we re­
c 

tain only the n=O and 1 terms to get 

(2 ) til 'I' c [1 1 ] 
I (W) ~ rr-- (@'I' )S+(w-w )2 - 'I' -2+(W-Wo)S 

c 0 c 
(63) 

for @'I' 2 «1. There is thus a subsidary line, opposite in inten­
c 

sity to the main line, which has at resonance an amplitude ~'I' 4 
c 

times the subsidary line. The negative sign may be understood on 

simple physical grounds. It is well known that the Lorentzian line 

shape is not a very good approximation to the true line in the far 

wings, because its intensity does not decrease fast enough to yield 

convergent moments. The very broad subsidiary line will, however, 

be most effective in subtracting out some intensity from the wings 

of the main Lorentzian component, so that the resulting composite 
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I 
line does decay more rapidly. It is shown elsewhere by consid-

ering K3(t), that the subsidiary line is shifted from Wo to Wo+~' 

In general, one must be more precise about specifying the 

stochastic process than by just writing eq. 58. We now discuss 

stochastic averaging. 

VIII.4. STOCHASTIC AVERAGING (cf. Ch. II by Pedersen) 

A. Gaussian Processes 

A Gaussian random process which modulates F (t) is character­q 
ized by the vanishing of all correlation functions g (T1 ... T ) for n n 

3 
n>2. This leads to the result K =0 for 

n 
n>2, so that the spectrum 

is entirely described by K2, (where it is assumed that Uo has been 

defined so that ~=O). Gaussian processes apply to physical situ­

ations, where each spin is weakly affected by many perturbers. 

Such an example is the exchange coupling in solids. Thus we have 

St. (a) ( ) 
K(t)aa.',~~' = K(t') aa.',~~'dt' 64 

o 

where K(t,)(2) is obtained from R(2)by utilizing the time-dependent 

spectral density: t 

£2 (t, q, r;oS) S -iUl T g2 (q, r, T)eo:~ dT (65 ) 

o 
Once a proper choice is made for g2(q,r,T), it is, in principal, 

possible to determine the spectrum over the whole range from slow 

to fast modulation. To illustrate, we again assume a simple 

exponential decay, and a secular perturbation. Such a correlation 

function can only be an approximate choice, since it is discontinu­

ous at T=O, but it is useful for illustrative purposes. In this 

case, the expansion eq. 62 yields all the higher order terms as an 

expansion in Lorentzians. For ~T «1 only a simple Lorentzian of 
c 

width ~2T is retained in the central portion. Gaussian random 
c 

processes are known to lead to Gaussian widths in the limit of no 

modulation. This result is obtained in the present case by 

rewriting K2 (t) with ~T == x -> ex> as: c 
Ka(t,x-+cc) = Lim[-x2 [exp(-tMx)-1 + tMxl} 

x-+O 
(66 ) 



180 JACK H. FREED 

so that Kt e ~ x->(X) 
a 

exp [-~(~t) ] (67) 

and the Fourier transform of this result leads to a Gaussian line­

shape with a second moment of ~a.* In general we note that a line 

is Lorentzian for lw-wol« T -1 and Gaussian for lw-wol» T -1. 
c c 

Kubo and Tomita5 find that the half-half width Ta -1 obtained 

from numerical solutions of eq. 62 is given well by: 

-a 4ln2 a -1 r TT T c '1 
Ta ~ rr- ~ tan l(4ln2)Ta J 

Also the Lorentzian approximation is valid for lw-wol 
K obeys the inequality 

r TT ( 4 \ l-l 
~Tc ~ ~Ltan2 1 - 9~)J 

B. Markov Processes 

(68) 

U where 

(69 ) 

A stationary Markov process yet) is completely determined by 

specifying the a priori probability W(Ya)dYa of finding Ya in the 

range (Ya,Ya+dYa) and the conditional probability P(Yl IYa,T)dYa 

that given Yl at an initial time, one finds Y in the range 

(Ya,Ya+dYa) at a time T later. For Brownian motion problems the 

two are related by W(Ya) = Lim P(Yl IYa,T). The joint probability T-> (X) 

-aa~ 
~<A Gaussian correlation function of form geT) = e , which 

is continuous at T=O, is often used in analyzing Gaussian random 

processes. For example in the simple theory of exchange narrowing, 
a a a ]..TTW where W is the "exchange frequency". This choice of 

4 e e 
correlation function leads to: a a 

Ka (t) _~a fa [terf(at) + (lf2a) (e -a t -1)] 
a a 

a ~ -a t -- ~ fa [t-terfc (at) + 2a (e 1) ] 

where erf(y) = 1 -erfc(y) = jfe- za dz. The first expression is use-

ful for expanding about the ~ero modulation region, M a-> (X) (where 
a a . 

K..a (t) ::::: -~ t ), whl.le the latter is for Ma->O (where K..a (t) ::::: 
a 
~ tfa). In neither case are simple Lorentzian expansions like that 

of eq. 62 obtained. 
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density of finding y in the range (Y2'Y2+dY2) at any time t2 and 

in the range (y1,y1+dy1 ) at a later time t 1=t2+T is given by 
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(70) 

This may be generalized to an nth order joint probability density: 

W (y,t ;y -1 t -1;"'Y2 t 2,y1t 1 ) = W (y ;y -IT -1;"'Y2 T2,Y1T1 ) = nnnn n nnn n 
n-1 

= W(Yn) i~lP(Yn-i+1 lyn-iTn- i ) (71) 

where t1 > t2 ••. > t > t . n-1 n 
Alternatively from the symmetry between the past and future we 

have: n-1 
W = W(Y1) .11 P(Y1 Iy '+1' T.) (71a) 

n 1=1 1 1 

Then, for the nth order time correlation of the random function 

F q (y): n-1 
(F (t)F (t-T1 ) 

ql q2 
F (t - ~ T ) > 

qn i=l n 

n-l 
fdY W(y)F (y )ff ... fdY ... dY2dY1 IT P(y .+ Iy .,T .) n n qn n n-1 i=l n-1 1 n-1 n-1 

F ..• F F • (72) 
qn-1 q:a q1 

The integrals in eq. 72 may be changed to summations when the 

variable y. takes on a discrete set of values. 
1 

We shall consider internal rotations and (anisotropic) rota-

tions below. 

VIII.5. DIFFUSION MODELS 

A. Internal Rotations 

Very often the paramagnetic molecule will have an internal 

rotor, e.g. a methyl group or hydroxyl group. When one uses clas­

sical models for these motions, we have limiting cases of free 

rotation and torsional oscilladons. We now consider the former. 

We assume a rotor characterized by its moment of inertia I and 

friction constant ~/=SI. By analogy with translational Brownian 
. 12 h L . ., h 1 f . e 13 mot1on we ave a angev1n equat10n 1n t e ang e 0 rotat1on : 
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d2 9 d9 
dt2 + ~ dt = A(t) (73) 

where A(t) is the random rotational acceleration. Now the proba­

bility of finding the rotor at any angle 90, 0 ::;; 90 ::;; 2TT is inde­

pendent of 90 and is given by: 

(74) 

while the conditional probability that the rotor is at the angle 9 

at the time t~O if it was at 90 at the time t=O is 
_.d- 2 

p(90 19,t)d9 = (4nDt) 2exp [-(9-90 ) /4Dt]d9 (75) 

This equation holds for long times, i.e. t»~-l and D=kT/~I. How­

ever, a real internal rotor may be better approximated by consider­

ing the possibility that free rotation occurs, in which the orien­

tational changes are still partly determined by the angular 

velocity, which is not completely damped out for short enough 
-1 1 1 . 12 times t:s;; ~ • We then use the more genera so ut~on: 

where 

~ 

(()\~ • _r.lt :3 

~) exp[-QI9- (b- 90 (1-e ~ )/~I } 

r.l _r.lt -2r.lt-1 
Q = ~[2r.lt - 3 + 4e ~ - e ~ ] 2D ~ 

(76 ) 

(77) 

which has explicit dependence on the initial angular velocity 90 , 

but becomes eq. 75 for ~t»l. I.e. for ~t :s;; 1 the process is a two 

dimensional Markoff process in 8,8. We now integrate eq. 76 over 

an initial Boltzmann distribution 
(I \t (-I80 2 / 2kT) 
\2nkT) e to ob~ain: 

in velocity: 

P(8 0 18, t) 
(S\I 2 

= \ Ti-) exp - [( 8 - 80 ) S] 

S = -1. rr::lt-1+e-~tf1 
4D ll-' 

(78) 

(79 ) 

the appropriate generalization of eq. 75, including short times. 

Note that since the rotating group can, in principle, make many 

complete revolutions during the time t, the angle 9 in eqs. 75-77 

can be anywhere in the range - 00 ::;;(9- 90 )::;;00. An equivalent eigen-

function expansion for eq. 77 is obtained as a Fourier Series 
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expansion: 

p(eo \e,t) = t-6eiK(e-80 )exp[-r(l/4S] 
TTK 
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(80) 

where now the periodicity in e has been accounted for so 0 ~ e ~ 
14 

2TT. The time dependence for each term in K is thus seen to be 

identical to that for the Gaussian random process, and we may 

analyze the spectral densities similarly. Thus, for example 

consider: 

o 
P 00 m m+ 

(81) 

e 6(-) m p 
= ~ m=O Iii: p (m+p)2+(W/~)2 (82) 

where p = n2D/~ and z = iw+p. Thus jew) is essentially a Lorentzian 

if p«l, while it is essentially a Gaussian if p»l, i.e. 

t .... oo ~ 
j(w) - p2~2W (83a) 

j (w) ~ ~j 2TT exp[-t ~'! tJ 
pS:a 1-' p 

(83b) 

Intermediate behavior consists of Lorentzian character near w~O 

and Gaussian character for asymptotically large w. 

Internal rotations are important mechanisms in the modulation 

of hyperfine interactions. That is, for an internal rotation with 

an n-fo1d symmetry axis, we may expand the instantaneous hyperfine 

interaction aCt) in a Fourier series as: 

00 

aCt) = 6 Bncosn8(t) = Bo+ t 6 B (ein8+e - in8) 
n=O n=l n 

(84) 

Usually only the leading terms n = 0, ± 1 are kept. Note from eqs. 

80 and 81 we have 
00 <l 

«a(t)-Bo ) (a(O)-Bo )) = t 6B 2e-n /4S (85) 
n=l n 

Other, more detailed classical models are discussed elsewhere 

including analogous discussions of torsional oscillator correlation 

f . d 1d·· 13 unct10ns an spectra ens1t1es. 
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B. Anisotropic Rotational Diffusion14, 15 

Suppose we assume that the rotation of a molecule can be com­

pared to that of a rigid sphere of radius a in a medium of viscosity 

~ and that it can be described by a diffusion equation in the prob­

ability P(O, t) 

oP(O,t) 
CIt R ~~P(O, t) (86) 

2 
Here ~S is the Laplacian operator on the surface of a sphere and we 

may use R, the rotational diffusion coefficient in the Stokes­

Einstein form: 

R = ~ (87) 
8TTa3 Tl' 

The probability P(O,t) gives the probability that the Euler angles 

between molecule fixed axes and an appropriate laboratory co-ordi­

nate system have the value 0 at time t. We note that there is an 

exact analogy between eq. 86 and the time-dependent Schrodinger 

equation for a spherical top 
2 

ih0'l'i.0.t!2. = -H"1 = _ h.... 'f'I2 '1/(n t) ot I 2I v S I H, • 
(88) 

Thus the eigenfunctions of both eqs. 86 and 88 are the spherical 

harmonics y!(e,~). 
When we have a non-spherical particle in an otherwise isotropic 

medium, then it is not surprising that the diffusion equation obeyed 

by P(O,t) is just the analogue of the Schrodinger equation for an 

asymmetric top. Thus we have 

(89) 

where A is the quantum mechanical Hamiltonian for an asymmetric top, 

but now we replace the rotational constants for the rigid rotor in 

units of Planck's constant by the principal values of a diffusion 

tensor: ~,Ra, and Rs along molecular axes x', y', and z'. 

The eigenfunctions and eigenvalues of A become those of the 

rigid rotor, i.e. 

Acp (m = E cp (m n n n (90 ) 

where the cp (0) are a complete orthonormal set of rigid rotor wave 
n 
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functions with eigenvalue E. Now we may write the general solu­
n 

tion of eq. 89 as an eigenfunction expansion: 

CD 

P(O, t) = ~ C (t)cp (0) 
n=O n n 

(91) 

Then from eqs. 89-91 and the orthonorma1ity of the cp.n(O) we have: 

with the solution: 

. 
C (t) = -E C (t) n n n 

-E t 
C (t) = C (O)e n 

n n 

(91a) 

(91b) 

If it is assumed that at t=O the Euler angles are given by fb, then 

p(O,r=O) is just the delta function 0(0-0 0 ), which may be expanded 

as: 
CD 

0(0-00) = n~oCP.:(fb)CP.n(O)· 

and we obtain an expression for the conditional probability 

P(OoIO,r): 

( 92) 

(92a) 

(93) 

Axially Symmetric Rotational Diffusion. When Rl = Ra = R~ and 

Ra = RII' eq. 89 reduces to the Hamiltonian of the synnnetric rotor, 

whose symmetry axis corresponds to the Zl axis. The cp are then 
n 

the well-known synnnetric rotor wave functions which may be classi-

fied in tenus of the quantum numbers L, K, and M, i. e. CP.n -> CP.~(O). 
It is useful to identify the wave functions with the Wigner rotation 

matrices. Thus ~ 

(2L+ 1 \"2 $}L (0) 
\8"a) KM 

(94) 

Eq. 93 becomes 

(95) 

Asymmetric Rotational Diffusion. When Rl f Ra f Ra, then the 

eigenfunctions of eq. 93 become rather complex, but they may be 
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expressed as linear combinations of the symmetric rotor eigenfunc­

tions. The nature of the problem is seen by writing the operator 

A as: 

.... 
where m is an "angular momentum" operator such that nf cp~(m = 

L L i L 
L(Ltl)cpKM(O) and ~CPKM(O) = [(L~K)(L±K+l)] CPK±l M(O). Also R± 

- , 
~(Rl ~) and m + =m 1 ± im I, The last term in eq. 97 couples _ x y 
only symmetric rotor functions for which L=L/, K=K/±2, and M=M'. 

The eigenfunctions corresponding to L=2 are given in ref. 15. When 

R = 0, the asymmetric rotor functions reduce to symmetric rotor 

functions (or simple linear combinations of the degenerate functions). 

Eq. 93 may now be written for L=2 as: 

p(2)(OoIO,t) = 6~'M(2)(Oo)~/M(a)(O)e-Ea'K/t (98) 
K',M 

A simplification for the asymmetric diffusion case occurs when 

Rs>>R±. This corresponds to rotational relaxation about the molec­

ular z/-axis being much more rapid than about the other two axes. 

The solutions for asymmetric diffusion are then approximated by the 

axially symmetric diffusion solutions with Ea,~ ~ 4Rs and Ea,o ~ 

R+. 
We may note that eq. 87 becomes for ellipsoids R. = kT/~., 

1 1 

where ~. are the principal values of the friction tensor. For an 
1 

axially symmetric ellipsoid in the Stokes-Einstein approximation, 

letting aa=as , then the ~i become: 

4 4 a a 
~a = ~s = 3TlTl(a1 -aa ) 13 [(2a1 -aa ) S-2a1 ] (99a) 

(99b) 

where a1 , aa, 

When a1 > aa 

and as are the lengths of the x', y' and z' semi-axes. 

S (lOOa) 

(lOOb) 

But on a more microscopic scale one would want to relate the ~i to 
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the anisotropic intermolecular potential of a molecule with the 

surrounding molecules. 
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One can also attempt to generalize these results to include 

short time free rotational effects. The general problem is com-
16-17 . plex. but for spherLcal symmetry a rough approximation is eq. 

95 with now ELt = RL(L+l)/4S with S given by eq. 79 and R instead 

of D. 

Another important diffusional model is jump diffusion where 

the molecule reorients through large angles as a result of strong 

collisions. 18 

Anisotropic rotational diffusion can, in principle, manifest 

itself through line width effects from the intramolecular aniso­

tropic interactions: g-tensor, electron-nuclear dipolar, and 
15 quadrupolar. These terms, which are 2nd rank tensors may be 

written as irreducible tensor components in the form of eq. 40 as: 

where 

'JI, (t) = L; F,(2,m)j (mA (2,m') 
1 ,q -m,m' q (101) 

q,m,m 
the prime on F,(2,m) 

q 
axes, while unprimed 

indicates it is written in molecule­

A (2,m') is in laboratory axes. The 
q 

fixed 
2 

~ ,(0) are the -m,m rotation matrix elements (with 0 the Euler angles) 

for the transformation between the two axis systems. One then needs 

correlation functions of form: 

L L' * geT) = (~ (t)~, ,(t+T»~ 
-m, q -m , q ~. 

(102) 

which for axially-symmetric rotational diffusion is, from Eqs. 72, 

95 and 96 and the orthonormality of the ~(O) of Eq. 94: 

1 
g (T) = 2L+1 exp [-EL, m'r ]6L, L ,6m, m ,6qq , (103) 

Then the spectral density terms, J(w) of Eq. 37a become 

J(w) = 6 A (2, m) A* ,(2, m) j (qq " 2) (w) 
q,q',m q q 

for L = 2 

(104 ) 

with j(qq',2)(w) = _1-6F' (2,M)F' *(2,M)[E -l/(l+E -2W2 )] (105) 
2L+ 1 M q q , 2, M 2, M • 

This means that each irreducible tensor component F'q (2,M) is 
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"relaxed" with its own characteristic time EL, 1M 1-1 , and it illus­

trates the great advantages in using ir~educible tensor formalism. 

VIII.6. SUMMATION OF THE GENERALIZED MOMENTS FOR A MARKOFF 

PROCESS: STOCHASTIC LIOUVILLE EQUATION 

We have for a Markoff process: 

(106) 

where P(O, t) is the probability of finding 0 at the particular 

state at time t. The process is assumed to be stationary, so that 

r is a time-independent Markoff operator, (e.g. it is -A in eq. 

89) and also that the process has a unique equilibrium distribution, 

Po (0), characterized by: 

I'Po (0) = 0 (107) 

A formal solution to eq. 107 given that 0 initially had value 00 is 

given by the conditional probability p(Ool~t) which obeys: 

PWoIO,t) = e-r ot 6W-00) (108) 

An alternate form of eq. 108, in terms of orthogonal eigen­

functions G of the operator r~ . 
m ~~ 1.S 

p(Oolo;'T) = :6G:Wo)e-rO'rGm(O) = L.G:(Oo)e-Em'TGm(O) 
m m 

= L: e-rO'r'Gm(O)(GmWo)' (109) 
m 

where ,Gm(O» and (Gm(Oo) , are ket and bra vectors in the Hilbert 

space defined by the variable 0, with r Hermitian for convenience. 

It is then possible to show that 

e -ufo t mn (t1 •• t n) = (po (0) Ie - (t-t1 ) (W~+r)~~ (O)e - (t1 -ta ) (W~+r) X 

~l (~) - (ta -ts ) (W~+r) ~l - (tn-1 -t ) (ufo+r) 
Fl'1 ~~ e ••.•.••• FI'l e n X 

x 
~~ e -tn (Wo+r) IGo ) 

where (po (0) IQ (0) IGo ) == J dOP; {O)Q (0) Go (0) 

is a "matrix-element" of operator Q, and ,Go (0) ex 'Po (0). 

(110) 

(lIOa) 



GENERALIZED CUMULANTS 

In order to do this we first note that 

since "0 is taken to be independent of 0, but in general, 

!)to ,"1] i- 0 

!)t1O r] i- 0 • 

189 

(1l1a) 

(lllb) 

(11lc) 

* Also, it is easy to see that the commutators of type !)t1,B] obey: 
x x 

!)t:,B] =,,:x B = (eitU'o,,~e-itU'O)B. (1l2) 

x x x 
Thus e-(Wo+r)tIGo > = e-Wote-rotIGo> = e-WotIGo > similarly 

x x x 
(po (0) Ie - (Wo+r)(t-t1 ) = e -Wo t (Po (0) Ie +Wo t 1• (1l3) 

Thus from eq. 110 (and eqs. 111-113) 

mn (t1 •• t n ) = (po (0) leit1"~ ~ e - (t1 -ta )(W~+r) "~e - (ta -ts ) (i~+r) 

~l - (t -1 -t ) (~+r) r,,.x -it ~ IG > •••• n1e n n n1e n 0 

= (po (0) I": (t1 )X e -r(t1 -ta ),,: (ta )Xe -r(ta -ts ) •••• 

* x -r(t -t) * )X I ) •••• "1 (tn-1 ) e n-1 n "1 (tn Go 

We now note from eq. 108 that 

Jp(OI~,t)Q(Oi)dOi = e-rOtQ(O) 

(1l4) 

(llS) 

Eq. 115 is then used systematically from the right on the last form 

of eq. 114 to replace the operators er O(ti -1-ti ), finally yielding 

the usual Markovian correlation expression,l(cf. eq. 72, but with 

eq. 7la utilized and with ":(Oioti)X instead of just F(Yi»' This 

completes the proof of eq. 110. 

a(t) 

Now eq. 110 along with eqs. 6, 7 and 8 provides a solution for 

x co 

a(t) = e -Wo t :6 M (t) 
n=O n 

x 
-U/. t The Laplace transform of e 0 Mn(t) or ~(s) is shown to be 



190 JACK H. FREED 

(117) 

since the Laplace'transform of the (multiple) convolution in eq. 8 

is just the product of Laplace transforms. Then the Laplace trans­

form of a(t) or ;(s) is just: 
_ co 

~ - "'m (s) = 
a(O) - n~O n 

(118) 

This is equivalent to the stochastic Liouville result of Kubo, 19 

(cf. Jensen Ch. III). [An equivalent result but with i ~ -i is ob--tained for S(s).] Then we have 

(119) 

It follows from the definition, eq. 10 of K(t) that: 

(120) 

x 

and, if WO,""l] = 0 then K(t) = In(Po Ie -Wl -r)t IGo >. Also, 

_eit;;{~ (Po I (iU'1 -rn)e - (iJI +r)t IGo >L (po Ie - (u/\r)t IGo > Jl X 
K(t) 

x 
-it:1/, e 0 , (121) 

which does not appear to be very useful for calculation purposes, 

although we shall see eq. 118 is very useful for nonperturbative 

solutions (cf. Ch. XIV). 
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