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Pulse Dipolar Electron Spin Resonance: Distance

Measurements

Peter P. Borbat and Jack H. Freed

Abstract In recent years electron spin resonance (ESR) has provided the means to

obtain structural constraints in the field of structural biology on the nanoscale by

measuring distances between paramagnetic species, which usually have been

nitroxide spin-labels. These ESR methods enable the measurement of distances

over the wide range from ca. 6–10 Å to nearly 90 Å. While cw methods may be

used for the shortest distances, it is the pulse methods that enable this wide range, as

well as determination of the distributions in distance. In this chapter we first describe

the underlying theoretical concepts for understanding the principal pulse methods of

double quantum coherence (DQC)-ESR and double-electron–electron-resonance

(DEER), which we collectively refer to as Pulse-Dipolar ESR Spectroscopies

(PDS). We then provide technical aspects of pulse ESR spectrometers required for

high quality PDS studies. This is followed by an extensive description of sensitivity

considerations in PDS, based largely upon our highly sensitive 17.3 GHz pulse

spectrometer at ACERT. This description also includes a comparison of the effec-

tiveness of the respective PDS pulse methods. In addition, the newer methods of

5-pulse DEER, which enables longer distances to be measured than by standard

DEER, and 2D-DQC, which provides a convenient mapping for studying orienta-

tional coherence between spin labels and their interspin vector, are described.
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cw Continuous-wave

DEER Double electron–electron resonance
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DQF Double-quantum filtering

ESEEM Electron spin-echo envelope modulation

ESR Electron spin resonance

FID Free induction decay

hf Hyperfine

log Natural logarithm

MEM Maximum entropy method

MTSSL Methane-thiosulfonate spin-label

mw Microwave

PDS Pulsed dipolar spectroscopy

PELDOR Pulsed electron–electron double resonance

RPE Refocused primary echo

SNR Signal-to-noise ratio

SQ, SQC Single-quantum, single-quantum coherence
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1 Introduction

Applications of pulse and continuous-wave (cw) electron spin resonance (ESR) in

the field over the last decade [1–15] even surpass the more traditional study of

molecular dynamics [16–19]. ESR has provided the means to obtain structural

constraints on the nanoscale by measuring distances between paramagnetic species,

which usually have been nitroxide spin-labels. Both, cw [8, 9] and pulsed [1–3, 5–7,

10–15, 20] ESR, have been useful in this regard. However, pulsed ESR methods are

not limited to just nitroxides; all possible combinations amongst nitroxides, radical

cofactors, and transition metal ions have been investigated [10, 21–28]. Taken

together, cw and pulsed ESR enable the measurement of distances over the wide

range from ca. 6–10 Å to nearly 90 Å, with only the shorter range of ESR-

measurable distances readily accessible to cw ESR.

Distance measurement by pulsed double electron–electron resonance (DEER,

also referred to as PELDOR) [29–32] was introduced as an alternative for isolating

weak electron–electron dipolar couplings from electron-spin-echo decays, which are

usually dominated by relaxation and nuclear modulation effects [33, 34]. Since then

several other pulsed methods of distance measurements were introduced [15, 35–38]

and most notable is double-quantum coherence ESR (DQC ESR or DQC for short)

[15, 35]. Applications of the mainstream pulse methods of DEER and DQC to

structural problems in biology have been growing rapidly over the past few years

[2, 5, 11, 12, 39–42]; consequently, in this chapter the focus is on them. At ACERT,

we intensively apply and actively develop all aspects for both methods. Therefore,

we refer to them collectively as pulse dipolar ESR spectroscopy (PDS), since the

inclusion of the term “dipolar” makes clear their function and removes any ambigu-

ity with respect to classic ELDOR [43–45]. Continuing progress has been made over

the last decade in new and improved pulse ESR methods and instrumentation. This

includes the development of pulse spectrometers at several working frequencies

[46–50]; resonators [51–57]; new pulse sequences [15, 36, 58–61]; methods of data

analysis and structure modeling [1, 62–71]; and expanding the application base.

Even though, as we will demonstrate, our pulse spectrometers at ACERT have

achieved high sensitivity permitting one to record very high quality data on samples

with biomolecular concentrations in the lowmicromolar range, this is still insufficient

to satisfy the ever-growing demand of related biomedical research. At ACERT this

includes multiple collaborations and in-house research. The Center spectrometers,

having been in continuous operation for several years, have provided measurements

on several thousand samples, but the demand for measurements is increasing. This is

caused largely by the rapidly growing interest in the distance information that PDS

can uniquely provide, but also by the extensive progress made by biotechnology,

which has greatly improved such aspects of biochemical engineering as protein

expression and purification, enabling the production and spin labeling of mutated

protein variants in large numbers. However, it is clear that in order to continue to

attend to the needs of this rapidly expanding field, it will be primarily necessary to

achieve greater sensitivity and higher throughput than modern state-of-the-art pulse
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spectrometers can provide. This motivates new instrumentation developments and

improvements to the existing methods. We show in this chapter examples directed to

this goal.

There are several earlier reviews outlining themethods for distancemeasurements

by ESR [17, 18, 30, 72–76]; however, we include in this chapter some background

material and emphasize the methodology and the latest developments through

examples taken from our laboratory.

2 Distance Measurements by ESR

In the following subsections we provide the background for PDS methods in

general, starting with the descriptions of DEER (or PELDOR) and DQC for the

ideal two-spin system. Then we will comment on additional essential aspects, such

as relaxation, multi-spin systems, intermolecular effects, distance range and

distributions, data processing, and orientations.

2.1 General Aspects, Electron Spin Dipolar Coupling

The ESR distance measurements described in this chapter are all conducted in

low-temperature frozen solutions, typically using nitroxide spin labels. At the heart

of the method is measuring the static dipole–dipole coupling between the spins

of unpaired electrons localized in the case of nitroxides on the p–p orbitals of the

NO groups.

The magnetic moments m1,2 of two electron spins 1 and 2, separated by the

distance r ¼ |r12|, interact through space via the electron spin dipole–dipole

interaction

Hdd ¼ 1

r3
ðm1 �m2 � 3ðm1 � n12Þðm2 � n12ÞÞ (1)

where n12 � r12/r. In a formal description, the electron spin magnetic momentmi is

given by mi ¼ ge�hSi with ge the gyromagnetic ratio of an electron spin and Si the

electron spin operator for the ith spin. Equation (1) for Hdd thus may be expressed

(in angular frequency units) as:

Hdd ffi aðS1zS2z � 1

4
ðS1þS2� þ S1�S2þÞÞ (2)
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Here the dependence on r12 of the electron dipolar coupling, a, is given by

aðr; yÞ ¼ odð1� 3 cos2 yÞ (3)

with

od � 2pnd ¼ g2e�h=r
3 (4)

We will call od the “dipolar frequency” (nd is in Hz). In Eq. (3) the angle y is

between the direction of the external magnetic field B0 and r12 as shown in Fig. 1a.

Equation (2), limited to A (secular) and B (pseudosecular) terms of the “dipolar

alphabet,” is valid in high magnetic fields, where the non-secular terms C to F (not

shown) are unimportant [77]. The term in S1zS2z in Eq. (2) is known as the secular

term, and that in S1�S2� the pseudosecular term.

One usually uses the point dipole approximation in employing Eq. (2), i.e., the

electron spins are far enough apart that their distributions (in, e.g., nitroxide p–p
orbitals) are unimportant, i.e., r > 5 Å for nitroxides. An asymmetry parameter

Fig. 1 (a) A pair of electron spins S1 and S2 coupled via the electron spin dipole–dipole

interaction. Vector r12 connecting the spins is directed along the z-axis in the molecular frame

of reference. In this molecular frame the direction of the external magnetic field B0 is determined

by Euler angles h ¼ (0, y, ’). (b) Dipolar coupling a ¼ od(1 � 3 cos2 y) splits the spectrum of

two electron spins resonating ato1 ando2 into doublets. (c) Angular dependence, a(y), is shown as
a roadmap. (d) In isotropic medium the lineshape, resulting from electron dipolar coupling and in

the limit of weak coupling case (Do � |o1 � o2| � od) is the Pake doublet with the prominent

splitting of od. As Do decreases the lineshape becomes more complicated as the two spectra

merge into a single spectrum at Do ffi od, and finally in the limit of like spins for sufficiently

strong coupling, Do � od, the spectrum is again a Pake doublet with the splitting 3od/2
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may be necessary in the case of delocalized spin density, e.g., for closely situated

spatially confined tyrosyl radicals, giving rise to a slightly rhombic spectral shape

[78]. If in the absence of the dipolar coupling of Eq. (2), the two electron spins have

resonance frequencies o1 and o2, then, the case of unlike spins may be stated as

od � Do, where Do � |o1 � o2|. In this case, the resonant frequency of each

spin is split into a doublet separated by |a|, as shown in Fig. 1b arising just from the

secular term. The precise value of a thus depends on the angle y, yielding a range of
values of a from �2od to + od. The dipolar spectrum from the PDS experiment

provides this splitting, which in Fig. 1c is plotted for each doublet as a function of

the angle y.
The case of unlike spins requires considering only the secular term in Eq. (2)

and dropping the pseudosecular term. In the opposite case of like spins, that is,

od � Do then the pseudosecular term becomes important and the rhs of Eq. (4)

becomes 3g2e�h=2r
3. Otherwise the results are equivalent. The intermediate case of

od ffi Do is more complex. As Do decreases, the two spectra at Do ffi od start to

fuse into a single spectrum (cf. Fig. 1d), whose shape is obtained by careful

simulation using Eq. (2) including both secular and pseudosecular terms. In the

case of nitroxide spin labels, the two nitroxide spins in a given molecule usually

have their o1 and o2 substantially different. This arises from their different

orientations with respect to the B0 field, so their effective hyperfine (hf) and g
values (arising from their hf and g tensors) are typically different. In the centimeter

range of ESR frequencies (9–17 GHz) and above this means that for nitroxide spins

the unlike spin limit is reached for ca. 20 Å.

In a typical case of an isotropic frozen sample, one observes an average over y,
which contains the whole range of splitting, giving rise to a distinct dipolar

spectrum, known as a Pake doublet [79], as depicted in Fig. 1d (top). For weak

coupling it shows a prominent splitting of od, corresponding to y ¼ 90	, and
another splitting of 2od, corresponding to y ¼ 0	 (Fig. 1d, bottom). As we can

see, even when the two electron spins (e.g., of nitroxides) in a given bilabeled

molecule resonate at two different frequencies, because of different orientations

and/or nuclear magnetic quantum numbers, they still yield a single lineshape (Pake

doublet), resulting from their common dipolar interaction. Assuming one knows the

correct limit (i.e., of weak or strong coupling), the distance r is then immediately

and accurately obtained from a measurement of od. We do not illustrate in the

figure the effects of electron exchange J for the following reason. In the case of

weak dipolar coupling, J is typically too small and can produce only a small inward

or outward shift of the Pake doublet branches, with an overall shape change that is

difficult to assign to a finite J. When J becomes large enough to be measured, od is

in the range of strong coupling and the whole coupling spectrum becomes complex,

especially because od and J are usually distributed.

In cases when od is sufficiently large, it can be determined directly from the

static broadening of the nitroxide cw ESR (or FT ESR) spectrum [9], but this is also

likely to fall into the regime where pseudo-secular terms are significant requiring

careful spectral simulation. As a rule, in cw ESR the dipolar couplings have a small
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effect on the spectrum and are masked by much larger broadenings caused by

magnetic tensor anisotropy. Smaller couplings od necessitate using pulse ESR

methods, as we discuss below. The use of spin echoes in the pulse experiment

cancels the effects of hyperfine and g-tensor interactions, but not of the dipolar

tensor interaction, which produces a distinct temporal evolution of the spin echo,

fromwhich this contribution to the lineshape can be reconstructed. Thus, in all cases,

accurate values of distances are produced from the measured dipolar couplings.

2.2 cw ESR Method and Its Range

Cw ESR has been most often applied to nitroxides, whose powder spectra are

dominated by the (inhomogeneous) broadenings from nitrogen hf and g-tensors,
and unresolved proton superhyperfine couplings. One has to extract what usually is

a small broadening effect from od to the nitroxide powder spectra, which is usually

accomplished by spectral deconvolution [80] or a multiple-parameter fit [9, 81].

When the od is large and the molecule has a rigid structure, fitting cw ESR spectra

can provide such useful details of molecular geometry as nitroxide orientations in

addition to distances [9, 81].

As the distance increases and dipolar broadening is no longer large, measuring

od from cw ESR spectrum broadening may require referencing with the spectra

from singly labeled species to approximate background intermolecular dipolar

broadening. This presents a complication and is not always an option. Incomplete

spin labeling makes the task more complex [82]. Only for distances less than 15 Å,

does the dipolar coupling compete with other inhomogeneous spectral broadenings

and thus can be reliably inferred from cw ESR spectra. If spectral deconvolution is

used, then it should be decided which limit (i.e., of weak or strong coupling) to use.

The worst case error, however, is only (3/2)1/3, i.e., ~2 Å for r < 15 Å,

if the incorrect limit is assumed. When one is not sure, taking as the mean

od ffi ð5=4Þg2e�h2=r3 will result in a maximum error in r of ~1 Å.

The case of strong dipolar coupling has been extensively utilized in cw ESR both in

establishing proximity and in providing quantitative distances [4, 8, 9, 80, 81, 83–85].

Cw ESR is practical for short distances of about 8 Å up to a maximum of approxi-

mately 15–20 Å, with the values for distances under 15 Å being more reliable [86].

Distances in the range of 15–20 Å can be measured, but this usually requires good

referencing as well as the spin concentration closer to the millimolar range.

Since pulse techniques have progressed to the state where they give reliable

distances over a much wider distance range, with the measurements conducted rou-

tinely on just tens of micromolar of protein (or even less at ACERT, see below), the

focus has shifted almost entirely to pulse techniques [72–76]. In the case of a broad

spectrum, such as is encountered for two Cu2+ ions, measuring distances by cw ESR is

not feasible unless the ions are very close, but there is no such serious problem for

PDS [87]. Ku bandDEER and especiallyDQCESR, for example, were successful with

Cu2+–Cu2+ pairs even for distances in the range of 30–50 Å (ACERT, unpublished).
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2.3 Pulse Methods

Pulse ESR conducted on solids is based on detecting a spin-echo, wherein the

inhomogeneous spectral broadening is canceled out [88]. Spin echo temporal

evolution is governed by the weaker effects of spin relaxation, electron–electron

spin dipolar and exchange couplings, and (pseudo-secular) electron-nuclear hyper-

fine and nuclear quadrupole couplings [89–92]. The electron dipolar and exchange

couplings can be isolated from the others by means of a suitable pulse sequence.

Several pulse sequences were designed to obtain the dipolar coupling: PELDOR or

3-pulse DEER, 4-pulse DEER, single-frequency techniques such as “2+1” [38] and

several others [36], methods based on relaxation [37], and DQC [35]. Of these, only

4-pulse DEER and DQC are used often, and the reasons for this will be explained in

this chapter. These pulse sequences, to a varying extent, also help to alleviate the

problem caused by the presence of single-labeled molecules. Their direct signal is

filtered out in DQC, but they do contribute to the background intermolecular dipolar

signal, which is best suppressed by working at low concentrations in DQC, but

cannot be avoided in single-frequency techniques and DEER. These methods of

PDS are routinely used for distances longer than 15 Å [5, 12, 14, 42, 58, 73], and in

DQC it works well down to ~10 Å [11] (cf. Sect. 4.2), thereby overlapping

significantly with the cw ESR range. However, it is much less affected by ineffi-

cient labeling, operates in the low micromolar range, and can readily yield distance

distributions!

2.3.1 Theoretical Background

Most known pulse ESR methods conducted on solids are based on detecting the spin

echo signal. The significant outcome of a PDS experiment is the modulation, by the

electron-spin dipolar coupling, of the spin-echo amplitude as the pulse sequence is

stepped out. In this respect, it belongs to the general class of ESEEM experiments

[89–92], wherein the pulse sequence is stepped out and a series of spin echoes is

acquired in order to obtain the echo modulation, from which weak electron spin

interactions with surrounding nuclei or electrons can be inferred. A suitable pulse

sequence is applied to the spin system initially in thermal equilibrium, and its

associated density matrix evolves under the action of propagators describing the

effects of the microwave pulses, interspersed with free evolution periods. Finally,

the relevant part of the density matrix associated with the transverse magnetization is

selected by using phase cycling to remove the undesired or irrelevant contributions

to the spin-echo signal. The density matrix in thermal equilibrium contains only

diagonal elements, representing just the populations of the energy levels. The

microwave pulses yield off-diagonal density-matrix elements (coherences) with

characteristic phases. One can theoretically manipulate these coherences using a

series of pulse and free evolution propagators to generate the echo of interest.

Stepping out the pulses in their proper sequence produces the time-domain signal
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record, whose shape is determined in part or entirely by the electron-spin dipolar

coupling. The relevant part of the signal, depending on just the encoded

dipolar coupling, is then separated from the rest of the signal and processed into

the dipolar spectrum (e.g., Pake doublet). Then the distance information may be

inferred, or else it may be used as input into distance reconstruction software.

Understanding how this modulation is generated and controlled is thus essential

for optimizing and further developing PDS. We give a relatively simple introduc-

tion. We will employ the density matrix and spin operator formalisms, which can be

applied in different ways depending on the objectives.

The initial density operator in thermal equilibrium, r0 for two electron spins S1,2,

is described by the static spin-Hamiltonian Ĥ0 as:

r0 ¼ expð�Ĥ0=kTÞ
Tr½expð�Ĥ0=kTÞ


/ Ŝ1z þ Ŝ2z; (5)

where the z-axis is defined to coincide with the direction of the external magnetic

field, and the subscripts refer to the two interacting spins. First-order expansion of

Eq. (5) is appropriate for nitroxide spin labels down to liquid helium temperatures

for working frequency up to Ka-band. The time evolution of the spin density

operator r is governed by the Liouville–von Neumann equation.

dr
dt

¼ � i

�h
H�rðtÞ � GðrðtÞ � rð0ÞÞ (6)

Here, H�r � [Ĥ,r] with r being the density matrix, �h is Plank’s constant

divided by 2p, G is the relaxation superoperator, i2 ¼ �1. In frozen solutions,

when dynamic processes are characterized by correlation times tc long enough that
odtc � 1 it is appropriate to introduce relaxation phenomenologically. However, it

should be noted that dynamic processes such as caused by a local acyl group and

collective dynamics or molecular libration do persist down to liquid helium

temperatures and do require careful treatment using Eq. (6). For the purpose of

this section we factor out relaxation by dropping the relaxation superoperator (but

see Sect. 2.4 where it is discussed). Leaving out the relaxation, the density matrix

evolves, under the action of Ĥ as:

dr
dt

¼ � i

�h
½ĤðtÞ; rðtÞ
 (7)

Thus after a period of time Dt for a time-independent Ĥ, the density matrix r(t)
becomes:

rðtþ DtÞ ¼ e�ðiĤDt=�hÞrðtÞ eiĤDt=�h (8a)
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Or by introducing superoperator notation

UrðtÞ���!ĤðDtÞ rðtþ DtÞ (8b)

The superoperator UðDtÞ ¼ expð�iH�Dt=�hÞ is unitary, implying time-reversal.

It can correspond to free-evolution or to pulse excitation. The level of rigor

with which Eq. (8a) is treated depends on the particular objective. In general, for

an accurate description, Eq. (8b) requires numerical treatment. An example of a

numerical implementation to compute the DQC ESR signal carried out in Hilbert

space using a series of transformations of Eq. (8a) was described in [93] but is not

discussed in this Chapter, thus limiting this subject to a more basic discussion based

on the concept of coherences and spin operator techniques.

2.3.2 Coherences

A pulse ESR experiment is essentially based on creation and manipulation of

electron-spin (and nuclear-spin) coherences. It is the time evolution of electron-

spin coherences under the action of the electron–electron spin dipolar interaction

that makes it possible to determine this coupling and then to infer the distance.

We already stated that for a quantum system in thermal equilibrium, only the

diagonal density matrix elements are nonzero and they represent the populations of

the corresponding energy levels. The absence of off-diagonal elements corresponds

to the fundamental assumption of having random phases between any two states of

the quantum system at thermal equilibrium. The diagonal elements are automatically

independent of the spin phases. In modern parlance, these elements have a coherence

order of 0. However, away from equilibrium a correlation between pairs of

eigenstates may exist. For example, so-called dipolar order wherein the density

matrix is (partially) represented by the operator 2S1zS2z connecting the two spins

does not require any change in net population of these levels. Off-diagonal density

matrix elements such as S�, S1�S2z have distinct phases, corresponding to a coherent
superposition of eigenstates and therefore must vanish as the system approaches its

equilibrium.

Finite off-diagonal elements of the density matrix with their distinct phases are

often referred to as coherences. They can be produced by a coherent perturbation,

such as a resonant mw pulse. The action of the pulse on an electron spin yields

a coherent superposition between the states involved in the transition, represented by

S� in the operator expansion of the density matrix, which will persist until the system

returns to thermal equilibrium. In magnetic resonance these are single spin �1

coherences which are the only coherences that are experimentally detectable. Any

density operator r can be decomposed into a sum of operator components rp. Each
such operator component is associated with a coherence order, p; i.e., under rotation

about the z-axis it transforms as expði’F̂zÞrp expð�i’F̂zÞ ¼ rp expðip’Þ, where
F̂z ¼

P
k Skz is the z-component of the total spin angular momentum.
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As noted above, single-quantum coherences S1� correspond to an observable

signal. All other coherences of order one and higher cannot be observed, since

average transverse magnetization in such cases is always zero. For example,

products such as 2S1+S2z, S1+S2+S3� have coherence order +1 but they do not

correspond to detectable signals. In particular, anti-phase coherence, 2S1+S2z,
involving two spins, with coherence order 1, does not correspond to a detectable

signal. Higher order coherence has all spins in a fixed phase relationship with other

spins leading to zero net magnetization. For example, a 2S1xS2y term describes

second order coherence of the two spins, with spins at an angle of 90	 in the rotating
x,y-plane, pointing either along x and y or –x and –y to the same extent.

Even though anti-phase or multi-quantum coherences cannot be directly

observed, they do form and can be detected indirectly. Both in-phase and anti-

phase single-quantum coherences (SQC) and double-quantum coherences are very

useful in describing the PDS experiment. Multiple-quantum transitions and

coherences in general have been treated in detail in numerous studies in the field

of NMR (see for example the following [94–97]). Here, we outline the basic

concepts and definitions in a way that is appropriate for the PDS experiment.

2.3.3 Single-Quantum Coherences

Let us consider a system of two coupled spins of 1/2. In Fig. 2 we have four allowed

single-quantum transitions. These transitions are associated with the corresponding

off-diagonal elements of the density matrix for the two spins defined in the product

space |m1, m2i.
As noted above, one can conveniently express the density matrix as the expan-

sion in a complete set of the spin operators, e.g., the density matrix for a single spin

S ¼ 1/2 is given as a linear combination of the Pauli spin matrices and the unit

operator; for many-spin systems one may take the direct product.

Then the coherences can be conveniently expressed by the spin operators

corresponding to the elements of the density matrix for two spins. Single quantum

coherences are represented by the presence of spin operators S1+S2a, S1+S2b, S1�S2a,
S1�S2b constructed as an outer product in the operator expansion of the density

matrix, as well as those obtained by permuting the spins 1 and 2 for a total of eight.

Here, Ska � Ek/2 + Skz, Skb � Ek/2 � Skz and Ek is the 2 � 2 unit operator for the

kth spin. We can rewrite these eight operators, which clearly imply single quantum

transitions, which we call the single-quantum coherences (SQC), of which four are

“in-phase” coherences, which have the form:

S1�ðS2a þ S2bÞ ¼ S1�E2; ðS1a þ S1bÞS2� ¼ E1S2� (9)

Their existence in the density matrix expansion corresponds to the observable

transverse magnetization with all spins having the same phase. The states of the two

spins are distinct and not mixed. The other four SQC are the “anti-phase”
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coherences which cannot be directly detected. These correspond to coherent super-

position among the four states of the two spins and they have the form:

S1�ðS2a � S2bÞ ¼ 2S1�S2z (10)

and the other two obtained by permuting the spins 1 and 2.

The anti-phase SQC can evolve into an observable in-phase SQC and back. The

interconversion of these coherences can occur only due to spin coupling, e.g., it is

caused by the dipolar part of the spin-Hamiltonian, and the interconversion rate

depends on the strength of coupling. This property is used to produce modulation of

the detected spin-echo signal. As anti-phase and in-phase coherences evolve, they

can be manipulated by applying coherent pulses acting on one or both of the spins,

e.g., refocusing them or changing the sense of interconversion. Note that indepen-

dent of whether a coherence is detectable or not, if its coherence order is �1, it can

be refocused. This constitutes the basic idea of Pulse Dipolar ESR represented by

the different flavors of PDS. This approach permits a relatively simple qualitative

description of DEER pulse sequences (cf. Appendix).

We now show with a simple example of two electron spins in the weak coupling

regime (cf. Fig. 1) how the evolution of SQC generates dipolar signals. That is in

the next subsection we first show how we can derive the expressions for the dipolar

signal in DQC and then we discuss DEER.

2.3.4 Double-Quantum Coherence

The double- and zero-quantum coherences (DQC and ZQC, respectively) are

associated with the remaining two transitions in Fig. 2. DQC and ZQC correspond

to transitions with simultaneous flips or flip-flops of both spins, respectively, and

Fig. 2 Energy level diagram

for the two-spin system

showing single (SQT), double

(DQT), and zero (ZQT)

quantum transitions. The last

two correspond respectively

to simultaneous flip or flip-

flop of the two spins. If the

pulse acts only on one of the

spins, DQT and ZQT are

forbidden
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are located on the anti-diagonal of the density matrix. DQC can be represented by

terms in the operator expansion of the density matrix as follows1 [94, 96]:

2DQx ¼ S1�S2� þ S1þS2þ ¼ 2S1xS2x � 2S1yS2y

2DQy ¼ iðS1�S2� � S1þS2þÞ ¼ 2S1xS2y þ 2S1yS2x: (11)

ZQC looks similar but instead it contains the flip-flop terms S1�S2�. These
coherences do not correspond to experimentally detectable observables and can

only be detected indirectly in a pulse experiment.

The DQC experiment can be partitioned into four periods: preparation, evolu-
tion, mixing, and detection [94]. During the “preparation period” the in-phase SQC

produced by the first pulse of the sequence evolves into an anti-phase SQC due to

the coupling between the spins. Then this coherence is converted by another pulse

into DQC, ZQC (and even higher orders of coherence depending on the total

number of spins of the system, but we assume only two spins). At this point our

focus is on DQC, which then evolves during the “evolution period” (with more

pulses being applied during this period, as needed to complete the sequence or

enhance performance). Finally, during the “mixing” period these coherences can be

converted, e.g., by an appropriate pulse into anti-phase SQC, which then evolves

into the observable in-phase SQC that at last is detected as an FID or a spin-echo.

The incorporation of the evolution period for DQC into the pulse sequence enables

double-quantum filtering. That is, only those coherence pathways that pass through

DQC pathways are selected.

We illustrate these principles with examples and tools that are relevant to the

pulse schemes currently employed in DQC pulsed ESR experiments, but also will

help to explain DEER methods excluding subtle effects, such as phase shifts [98]

etc. We assume, for clarity of presentation, that we have an isolated pair of weakly

coupled spins of 1/2 and perfect, i.e., intense non-selective mw pulses. For a single

pair of spins of 1/2 the highest order of coherence that can be produced is two. In

this example we use the spin-Hamiltonian in the frame rotating with the mw field in

which it becomes time-independent:

H0 ¼ o1S1z þ o2S2z þ aS1zS2z þ bðS1þS2� þ S1�S2þÞ=2 (12)

Here, b ¼ �a/2, with a ¼ od(1 � 3 cos2 y) as in Eq. (3). [Electron exchange

contribution is not included in Eq. (12).] We divide H0 from Eq. (12) into two parts:

H0
0 and Hdd. The first part contains resonant offset terms

H0
0 ¼ o1S1z þ o2S2z (13)

1Note the density matrix also contains on the main diagonal ZQ S1zS2z terms (dipolar order), which

can be generated by spin manipulation or in equilibrium at low temperatures. They will play no

role in the ensuing analysis, unless explicitly mentioned.
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Here o1 and o2 represent, for the spins 1 and 2, their respective resonant

frequency offsets from the applied frequency, omw, i.e., ok ¼ ok0 � omw, where

ok0 is the Larmor frequency. The second part is the coupling, which is taken in the

weak-coupling limit to be:

Hdd ¼ aS1zS2z (14)

Here the pseudo-secular term [proportional to b in Eq. (12)] is neglected. At this
introductory stage, this weak coupling assumption (cf. Fig. 1) is made to simplify

the discussion.

Preparation

We describe the preparation of DQC by the use of two or three pulses. These pulse

sequences are the standard preparation sequences in NMR [94] and were employed

in the DQ ESR experiments by Borbat and Freed [15].

For the 2-pulse preparation sequence (cf. Fig. 3a) the first pulse acts on both

spins at equilibrium creating transverse coherence that is proportional to in-phase

SQC (S1y + S2y). Since S1y and S2y will yield equivalent results (but with subscripts
permuted) we need to only follow S1y below. We shall employ, at this introductory

stage, the standard Product Operator method [95, 99]. It can be implemented in

different flavors, and some are more efficient. Here, we will purposely start with the

Cartesian representation, which yields a more lengthy description but is straight-

forward and transparent. Here the pulses are taken as ideal p/2 or p pulses and

the resonant offset terms in H0
0 commute with the dipolar coupling Hdd, allowing

considering them independently. For example, we find using the Product Operator

method that the effect of Hdd acting over a time t on S1x and S1y is:

S1x���!Hddt S1x cosðat=2Þ þ ð2S1yS2zÞ sinðat=2Þ
S1y���!Hddt S1y cosðat=2Þ � ð2S1xS2zÞ sinðat=2Þ:

(15)

One can see from Eq. (15) that the action of a finite spin–spin coupling term

a during the time interval t will cause the in-phase SQCs S1x, S1y to evolve as

cos(at/2), whereas anti-phase SQCs S1xS2z, S1yS2z evolve as sin(at/2). That is,

there are “coherent oscillations” between these two coherences. When we include

the resonance offset terms as well, we find:

S1y���!H
0
0
t ðS1y cosðo1tÞ þ S1x sinðo1tÞÞ cosðat=2Þ

þ 2 ðS1xS2z cosðo1tÞ � S1yS2z sinðo1tÞÞ sinðat=2Þ: (16)

That is, the respective coherences rotate with their angular frequencies in the

rotating frame. At the end of the time interval t ¼ tp the second p/2-pulse converts
the anti-phase coherence into the sum of DQC and ZQC.
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2S1xS2z cosðo1tpÞ sinðatp=2Þ���!ðp=2Þx cosðo1tpÞ sinðatp=2Þ
�½ð2S1xS2y þ 2S1yS2xÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

2DQy

=2� ð2S1yS2x � 2S1xS2yÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
2ZQy

=2
 (17)

In this case the DQC and ZQC will be produced in equal amounts. In the case of

o1 ¼ o2 the ZQy term vanishes2 when we consider the equivalent expression

derived for S2y. In Eq. (17) we do not consider any of the other terms on the rhs,

since they will lead to unwanted coherence pathways that must be canceled out by

“phase cycling” (cf. below).

With the preparation by the 3-pulse “sandwich,” considered next, we can obtain

better conditions for generation of DQC. In this sequence, the first (p/2)x pulse

again produces SQ coherence S1y + S2y. This coherence under the combined action

of the spin–spin interaction, and the refocusing p-pulse, evolves into the sums of SQ

in-phase S1y + S2y and anti-phase (S1xS2z + S1zS2x) coherences:

ðS1y þ S2yÞ���!H0 tp ���!ðpÞx ���!H0 tp ðS1y þ S2yÞ cosðatpÞ
þ2ðS1xS2z þ S2xS1zÞ sinðatpÞ : (18)

Here, the refocusing p-pulse removes any dependence upon the frequency

offsets o1 and o2. In Eq. (18) we see that the in-phase SQC appears as (S1y + S2y)
cos(atp). This will yield a primary echo at 2tp, whose intensity is modulated by the

dipolar frequency, a. Then the last (p/2)x pulse turns anti-phase SQC into DQC:

2ðS1xS2z þ S2xS1zÞ sinðatpÞ���!ðp=2Þx 2ðS1xS2y þ S1yS2xÞ sinðatpÞ: (19)

Thus all the anti-phase SQC is transformed into DQC when sin(atp) ¼ 1. For

this case, there is no ZQC. Note that if the last pulse in the sequence was applied

Fig. 3 Preparation of multiple-quantum coherence with two pulses (left) or a 3-pulse “sandwich”
(right). These pulse propagators generate even coherence orders, i.e., 0 and 2 for two spins. If the

last pulse is applied along the y-axis, odd coherence order will be produced

2 This case, however, corresponds to strong coupling when the pseudosecular term cannot be

neglected, necessitating replacing of a in Eq. (15) with 3a/2.
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along the y-axis, no DQC would be produced. Thus we see that in the case of

nonselective pulses, and the preparation sequence of Fig. 3b, only DQy is generated.

Evolution of DQC Due to the Frequency Offsets

During the evolution period the DQC and ZQC evolve due to resonant frequency

offsets and are invariant with respect to the dipolar part of the Hamiltonian:

DQxðyÞ���!H0t
DQxðyÞ cosðoþtÞ � DQyðxÞ sinðoþtÞ

ZQxðyÞ ���!H0t ZQxðyÞ cosðo�tÞ � ZQyðxÞ sinðo�tÞ ;
(20)

with o� � o1 � o2. For the case of a typical ESR spectrum where there are wide

spectral extents, signals are detected in the form of echoes, and the free-induction

decay (FID) is too fast to be detected. To produce the maximum in-phase SQ echo

at the final stage, the coherences in Eq. (20) should be refocused. The refocusing

can be accomplished by a p-pulse placed at the middle of the DQC (or ZQC)

pathway forming the sequence tDQ � p � tDQ. From Eq. (11) it follows that

DQy���!px � DQy; DQx���!px DQx (21)

Let us suppose that the second tDQ interval is changed by an amount dt, then
from Eqs. (20) and (21) one finds:

DQyð2t1 þ dtÞ ¼ DQyð0Þ cosðoþdtÞ � DQxð0Þ sinðoþdtÞ (22)

Let us assume for simplicity that both spins have identical ESR spectra of the

form g(o) ¼ (2pDO2)�1 exp(�o2/2DO2) where DO represents the spectral width.

Then we can integrate Eq. (22) over the distribution for both spins to obtain the

average signal for DQy(2t1 + dt). We find:

DQyð2t1 þ dtÞ ¼ DQyð0Þ expð�DO2dt2Þ (23)

Note the same result holds for ZQC. The reader can see that Eq. (23) describes a

virtual echo with maximum at dt ¼ 0 and half width of (log2)1/2DO�1.

Mixing and Detection

At the end of the evolution period a p/2 pulse converts the refocused DQC (cf.

previous Section) into SQ anti-phase coherence, which will then evolve into observ-

able in-phase coherence. For the 6-pulse sequence described in Sect. 2.3.5 and Fig. 4,

in addition another p pulse and evolution periods are used to evolve (mix) the

coherences into detectable in-phase coherence. After the p/2 pulse we have:
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DQy ¼
1

2i
ðS1þS2þ�S1�S2�ÞsinðatpÞ���!ðp=2Þx

�ðS1þS2zþS2þS1zþS1�S2zþS2�S1zÞ sinðatpÞ¼2ðS1xS2zþS2xS1zÞ sinðatpÞ
(24)

This is essentially the reverse of Eq. (19). The anti-phase coherences evolve

during the mixing time back into observable SQ coherences. That is:

�1

2
ð2S1þS2zþ2S2þS1zþ2S1�S2zþ2S2�S1zÞsinðatpÞ���!H0t ���!p ���!H0t2

� 1

2i
½S1þ e�io1dt2 þS2þ e�io2dt2 �S1� eio1dt2 �S2� eio2dt2 
 sinðatpÞ sinðatþdt2=2Þ

(25)

where dt2 � t2 � t (t � tm � tp, cf. Fig. 4). The p-pulse refocuses the SQC at

t2 ¼ t. One of the two counter rotating components in the square brackets of

Eq. (25) is sufficient for calculation of the signal. This follows because the observed

signal is proportional to the processing magnetization defined as follows:

Fig. 4 In this diagram (a) shows the 6-pulse DQC sequence. The four desired coherence pathways

starting with each spin in (b) correspond with the pulses shown in (a) in that a transition from one

p state to another p state is generated by a pulse; the horizontal lines show coherence orders during

the evolutions in the absence of a pulse. As for the timing between the various pulses the following

is noted. The time interval t1 ¼ t2 ¼ tp is increased in equal steps, Dtp, over a period of tm ¼ tp + t5.
The time between the t3 ¼ t4 ¼ tDQ is kept fixed, t5 ¼ t6 is stepped by�Dtp to maintain a constant

evolution time, tm, which is half the time from the first pulse to the echo, since usually tDQ � tm.
The echo amplitude is recorded as a function of the time variable tx � tm � 2tp over the range of
�tm in steps of 2Dtp. The evolution time tx starts from the initial time tm and tx ¼ 0 when pulse

separations are t1 ¼ t2 ¼ t5 ¼ t6. Phase cycling isolates the dipolar signal, given by the four

coherence pathways shown in (b) from the other coherence pathways, yielding the DQC signal

that is an even function of tx, therefore only one half is usually recorded

Pulse Dipolar Electron Spin Resonance: Distance Measurements
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Mðt2Þ ¼ � 2 Im½Trðr̂ðt2ÞSþÞ

TrðS�SþÞ M0; (26)

whereM0 is the static magnetization of the sample and S � S1 + S2. The signal that
is refocused during DQ evolution period is singled out by appropriate phase

cycling. The real part of the echo signal becomes:

Mðt2Þ ¼ M0ðcosðo 1dt2Þ þ cosðo2dt2ÞÞ sinðatpÞ sinðaðtþ dt2=2ÞÞ=2 : (27)

The terms in the first set of brackets, after averaging over all resonance offsets,

o1 and o2, produce an echo shape, with the maximum near dt2 ¼ 0. The echo

envelope is modulated by sin(adt2/2). We see that the signal amplitude (at dt2 ¼ 0)

as a function of preparation and/or mixing times is modulated by sin(atp)sin(at).
Fourier transformation of cos(a(tp � t)), that emerges from the above product of

two sin-functions, produces the dipolar spectrum, which in the case of weak dipolar

coupling has the shape of and width of 2/3 of the classical Pake doublet [79].

The point of following a particular coherence pathway and “filtering out” the

other “unwanted” coherence pathways is to select the one that best provides the

desired information, in this case the coupling between the electron spins. As we will

show, with a proper pulse phase cycling just the refocused DQC signal is selected.

We call this DQ filtering (DQF).

2.3.5 Six-Pulse DQC Sequence

This pulse sequence for distance measurements was introduced in 1996 at Cornell

University by Saxena and Freed [100] and was developed into a powerful tool for

distance measurements by Borbat and Freed [11, 15]. Although more challenging to

implement than DEER, it is superior to DEER in some respects, thereby expanding

our capacity to perform distance measurements. It does require, however, more

intense microwave pulses and sophisticated phase-cycling.

Its advantages include greater sensitivity, especially for low concentration

samples, since (nearly) all the spins are excited; the near absence of orientational

effects in its standard 1D versions (with the option of developing them in the 2D

version); filtering out single quantum signals and other noise by the double quantum

filter; and the ability to obtain good results for distances as short as 10 Å [11, 101].

It is also immune to phase and amplitude drifts that may be troublesome for DEER.

We show in Fig. 4 the six pulse sequence used in DQC-ESR. It transforms the initial

density matrix under the successive action of six pulses and six subsequent free

evolutions.

The 6-pulse sequence of Fig. 4 contains the 3-pulse preparation sequence

(p/2)x � tp � p � tp � (p/2)x which generates DQ coherence that during the

evolution is refocused by the tDQ � p � tDQ sequence, as described in the

previous section. The fifth pulse produces anti-phase coherences (cf. Eq. (24)),
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which evolve into observable SQ coherences, and the sixth pulse refocuses them

(cf. Eq. (25)) to form an echo. This sequence is used with fixed tm, and tp is

varied. The signal envelope is recorded as a function of tx � tm � 2tp.
This 6 pulse sequence allows for “zero dead-time” signals, which result from

refocusing of first-order coherences in the middle of the data acquisition interval.

That is, for Fig. 4 when one steps out tp in the range 0 
 tp 
 tm keeping tm fixed,

this yields a signal vs. tx which ranges from �tm 
 tx 
 tm. Keeping tm fixed also

has the effect of canceling out the role of phase (or T2) relaxation on the echo at

t2 ¼ tm � tp, since the total duration of the pulse sequence is independent of tp.
3

Note that Fig. 4 shows the four coherence pathways in which both spins participate.

It starts and ends with spin 1 and 2. Since if we start with either spin 1 or 2 and

independently end with either, then the total number of pathways is 4 � 4 ¼ 16.4

Note that in the DQ coherence state, the spins 1 and 2 are symmetric [cf. Eq. (11)],

such that the coherence pathway starting and ending with 1(2) and the coherence

transfer pathway starting from 1(2) and ending with 2(1) are possible [35].

Assuming that the matrix elements are known for time-independent pulse

propagators Rk ¼ exp(�i(H0 + H1k)Dtk), for all pulses, k ¼ 1, . . ., 6, where H0 is

given by Eq. (12) and H1k represents the interaction term of the spin with the kth
pulse; a closed form expression for the DQ signal can be written. Such a full

expression for the signal in the 6-pulse sequence can be found in [102]. It was

obtained by tracking down the density matrix elements along the relevant coher-

ence pathways using the complete dipolar spin-Hamiltonian Eq. (2) instead of the

approximate form of Eq. (14), and employing finite pulses. As a result the expres-

sion is quite complex. It is suitable for setting up computations, but it does not

provide insight into the sequence essentials.

Neglecting dipolar coupling during the pulse allows for writing the explicit form

of Rk and consequently for more readily conducting a detailed analysis. Note that in

this regard different levels of approximation can be used: (1) weak coupling, ideal

pulses; (2) weak coupling, arbitrary pulses; and (3) stronger coupling, arbitrary

pulses.

The simplest, Case 1 can be analyzed using a suitable form of the product

operator technique [95] and after minor algebraic effort leads to the ideal-case

signal where the terms from all 16 pathways add to give:

VDQða; tpÞ ¼ �RDQ sinðatpÞ sinðaðtm � tpÞÞ ¼ RDQðcosðatmÞ � cosðatxÞÞ=2 (28)

RDQ was added to account for relaxation and it can be simply expressed as

RDQ ¼ expð�2ðtm=T2;SQ þ t1=T2;DQÞÞ : (29)

3 Relaxation will however modify the signal if the coupled spins have different relaxation times or

relaxation is described by stretched exponentials (cf. Sect. 2.4).
4 That is two such diagrams should be combined into a graph to give all of 16 contributions.

Pulse Dipolar Electron Spin Resonance: Distance Measurements

19



Here T2,SQ and T2,DQ refer to the T2 decay constants characteristic of SQC and,

DQC, respectively (T1 processes are neglected in these expressions). However, in

general, the two nitroxide electron spins are located in different local environments,

hence their respective T2s may be different, etc. This approach to the treatment of

relaxation is a simplified one, but is satisfactory for most distance measurements

[35, 101].

The more involved Case 2 requires some modifications to be made to the product

operator method to accommodate arbitrary (e.g., selective) pulses, thus algebrai-

cally it becomes more involved if accurate amplitude factors are of interest [35].

One may derive a simple expression for DQC-ESR by the product operator method

modified for arbitrary pulses [35]. It also works well for DEER. In the weak-

coupling limit by using this method for arbitrary pulses one finds that the 6-pulse

DQC signal may be written in the following form (or in general as a sum of terms of

this form):

VDQðo1;o2; a; tpÞ ¼ Gðo1ÞHðo2ÞFða; tpÞRDQ

Fða; tpÞ ¼ � sinðatpÞ sinðaðtm � tpÞÞ ¼ ðcosðatmÞ � cosðatxÞÞ=2
(30)

This expression has the same factors F(a,t) and RDQ as in the ideal case, but adds

amplitude factors G and H, determining the fraction of spins participating in the

signal.5 In general, there is a sum of terms with different amplitude factors based on

the fact that there are four distinct coherence pathways with each of them giving

rise to eight terms, accounting for coherence-transfer pathways, as noted above. For

like spins, such as a pair of nitroxide spin labels, G and H are nearly equal, being

dominated by a product of the resonant offset dependent factors, S2(y), which give

the probability, p(y,o) (or S2(y) for short), for a spin at the resonance offset o to be

flipped by a pulse with o1mw ¼ geB1 and nominal rotation angle y . They are

expressed as:

pðy;oÞ ¼ o2
1mw

o2 þ o2
1mw

sin2
ye
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ o2=o2

1mw

q� �
(31)

The dependence of G and H on o1mw for the case of nitroxides is further

discussed in Sect. 3.1. Refocusing of anti-phase and DQ coherences by p-pulses
then requires simultaneous flipping of both spins in order to produce the required

signal, therefore each of the G(ok) and H(ok) contains the cube of p(y,ok), if all

three refocusing pulses are equal. They usually are set equal, so we can denote

p(y,o) as S2(p), for p-pulses. G also includes the efficiency to create Sk� starting

5Note that for both DQC and DEER, the expression for the signal contains as a minimum two

terms, except for nonoverlapping spectra in DEER, i.e., it contains terms for the signal from spins

1 and 2, and in the general case they are not equal. But we show just one for brevity.
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from equilibrium. The effect of the third and fifth p/2 pulses is much less frequency

dependent and usually can be ignored.

In Case 3, when the condition |o1 � o2| � |a| no longer holds, the weak-

coupling approach should be revised by including the pseudo-secular term, i.e.,

using Eq. (12), notwithstanding whether the pulses are ideal or not. For nitroxides,

this includes distances under ~15 Å for nonselective pulses, corresponding to a

large coupling (or to exotic cases of mutual arrangement of the nitroxide moieties

such that the magnetic axes substantially coincide, thereby leading to small fre-

quency differences for a significant fraction of pairs).

We outlined [35] a suitable approach for obtaining compact expressions for the

signals in this case. The only (weak) assumptions made were that the dipolar

interaction during the pulse has only an insignificant effect on the signals and

also the DQ filter is “ideal,” which implies, as noted above, that the combined

effect of preparation and mixing p/2 pulses is frequency-independent. This is

indeed the case for intense pulses (B1 � 30 G) and longer distances, �12 Å [93].

The agreement between computations based on this approach and rigorous

computations [93] was found to be very good, justifying their applicability for

most practical purposes. The equation based on the form given by Borbat and Freed

[35] used for computing 1D DQC signals [93] is given here. The echo amplitude, V,
is a function of tx � 2tp � tm, and is given by

VðtxÞ ¼ Gðo1ÞHðo2ÞFða; txÞ; (32)

with G(o1) and H(o2) taken as p(p,ok)
3. The time variables are defined in accor-

dance with Fig. 4. The dipolar evolution is contained in F(a,tx) expressed as a

product of f(tp) f(tm � tp) with f(t) given by:

f ðtÞ ¼ ðp2 þ q2 cosðWtÞÞ sinðatÞ � q sinðWtÞ cosðatÞ: (33)

In Eq. (33), a ¼ od(1 � 3 cos2 y) and W ¼ (Do2 + b2)1/2, where Do ¼ o1 �
o2 and b ¼ �a/2 represent the secular, a and pseudosecular, b parts of the dipolar

coupling. Also, q ¼ b/W and p2 ¼ 1 � q2. In the two limiting cases, i.e., when

|Do| � |a| or |Do| � |a| Eq. (33) reduces to the form of Eq. (30) with 3a/2 replacing
a in the second limit, as expected when pseudo-secular terms are important.

It is evident from Eqs. (32) and (33) that even in the limit of ideal nonselective

pulses, the effects of the pseudosecular term do not go away, since the spectral

extent is limited, and they could encode orientations, although their overall effect

on the 1D signal is small for most practical cases. A rigorous computational

analysis [93] has shown that one rarely needs to go to such lengths, and the form

given in Eqs. (32) and (33) produces accurate results and in most practical cases

Eq. (30) should be adequate (cf. Sect. 2.7). It is in general true about all PDS

methods that there is always a trade-off between one’s desire to describe a dipolar

signal as accurately as possible, and to be able to analyze a broad range of systems,

since the experiments inevitably encompass a number of secondary undesired
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effects, such as those due to strong dipolar coupling, nonideal or overlapping

excitations, complexity in the case of high-spins, relaxation, and ESEEM. It is

important to be aware of all these details since this could help one to learn how to

reduce them, thereby minimizing the distortions in the dipolar signals.

In computing the DQC signal for a pair of nitroxides, the values of o1 and

o2 depend on the orientation of r12 in the lab frame and the orientations of the

nitroxide magnetic tensors in the molecular frame, whose z-axis is taken to coincide
with r12. (More on this is in Sect. 5.3.) We shall choose Euler angles li � (ai, bi, gi),
with a1 set to zero, to represent the transformation from the dipolar frame to

the magnetic frame of the ith nitroxide fragment (i ¼ 1 or 2), and Euler angles

h � (0, y,’) to represent the transformation from the lab frame to the dipolar frame.

Thenok ¼ ok (lk,h ) for each orientation inh, determined for each set of nitroxide

nuclei magnetic quantum numbers (M1, M2). For example ok(lk, h) can be calcu-

lated based on a commonly used approximation given by Libertini and Griffith,

adequate up toQ-band [103]. Then theG(o1) of Eq. (30) will depend upon l1 andh,
whileH(o2) depends upon l2 and h, and F(a(r12),tx) just depends upon h as well as

the magnitude |r12| � r. It is then necessary to average the signal over an appropriate
distribution in these variables, which we represent by angular brackets as:

VðtxÞ ¼ Gðo1ðl1;hÞÞHðo2ðl2;hÞÞFðr;h; txÞir; l1; l1; h

D
(34)

The relaxation function RDQ(o1, o2, l1, l2, h), which has been dropped for

convenience in Eq. (34) can be placed outside the angular brackets, since for

nitroxides, which are the major application of our DQ methods, at the reduced

temperatures used, T2s are not substantially dependent upon l1, l2 nor upon h. It is
easy to see that when there is no correlation between li and h, then Eq. (34) yields

the expected simpler form:

VðtxÞ ¼ Gðo1ðl1;hÞÞh il1
Hðo2ðl2;hÞÞh il2

Fðr;h; txÞh ir;h
� GAVHAV Fðr;h; txÞh ir;h : (35)

Thus one can simply integrate over the distribution of orientations and

magnitudes of r in the sample. An FT with respect to tx will then yield the familiar

Pake doublets.

Another simple limiting case occurs for weak coupling when the pulses can be

regarded as nonselective, so that

Gðo1Þ ! G1 and Hðo2Þ ! H1 (36)

independent of o1, o2, which follows immediately from the B1 ! 1 limiting

forms of Eq. (30). Then Eq. (35) becomes:

VðtxÞ ¼ G1H1 Fðr; �; txÞh ir; � (37)
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This ideal case corresponds to all the spins in the sample contributing to the

signal, so both G1 and H1 have the asymptotic value of unity. Actual values of

GAV and HAV monotonically approach unity as B1 increases. In this ideal case of an

isotropic sample and weak coupling, Eq. (37), after neglecting a small constant term

in Eq. (30), takes the form

VðtxÞ ¼
ð1
0

PðrÞ dr
ð1
0

cosðodtxð1� 3u2ÞÞ du (38)

where the probability to have separation r, P(r) is given by 4pn(r)r2 with n(r) being
the spin density. V(tx) in case of n(r) ¼ d(r � r0) can be expressed via Fresnel

integrals.

Relaxation factor RDQ is different for all four contributing pathways in the case

of unlike spins; faster relaxation pathways could become attenuated. In the limit of

one of the two spins relaxing much faster (spin 1) only 4 of 16 terms will survive,

that is those involving just spin 2 in the preparation, evolution, and detection

periods.

2.3.6 Pulsed ELDOR

The 3-pulse electron–electron double resonance sequence was developed at

Novosibirsk in 1981 and later renamed PELDOR (pulsed ELDOR) by its inventors

Milov et al. [29]. It is based on modifying the echo produced with a 2-pulse Hahn

echo sequence p/2 � t � p at the “observer” frequency,oa, by a p-pulse applied at
a different frequency, ob, as shown in Fig. 5a in the next page.

The position of the p-pulse at the observer frequency is fixed, while the p-pulse
at ob is applied after a variable delay, t, subsequent to the first observer frequency

pulse (p/2) at the time t ¼ 0, as shown in the lower part of Fig. 5a. The spins that

give rise to the echo are referred to as “A-spins,” and the rest are “B-spins” [34].

Only a fraction of the B-spins are excited by the pump pulse and the A-spins should

not be affected by this pulse.

The dipolar signal is obtained by recording the echo amplitude at the observer

frequency as a function of variable t. Thus, the 3-pulse sequence is described as:

p=2ð Þa���!H0ðtÞ pb����!H0ðt�tÞ pa���!H0ðtÞ echo; (39)

where subscripts a and b indicate which spin is acted upon by the pulse. Pulses

acting on A spins have well-defined phases. They can be used to perform phase-

cycling to isolate the spin-echo from the signal offsets of instrumental origin. The

magnetic field component of the mw pulse at ob is in the frame rotating at oa,

making rigorous analysis of PELDOR a challenge [104].
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A closed-form expression can be written for the primary echo in the presence of

dipolar coupling if one ignores this dipolar coupling during the pulse, which would

otherwise give rise to “forbidden” coherence pathways [102]. Assuming some

simplifying conditions, it suffices to track the evolution of in-phase and anti-phase

SQCs for arriving at the simple expression for PELDOR/DEER [105] that is

satisfactory for most practical purposes. We have included such a derivation in the

Appendix. When the dipolar coupling is large, or pulse excitations at the two

frequencies overlap in spectral coverage, the spin dynamics becomes complicated

and a closed-form expression cannot be written for the PELDOR pulse sequence,

without making additional approximations, because the second pulse propagator is

not time-independent in the frame rotating at oa introducing, for example a Bloch-

Siegert shift [98]. Nevertheless, for this pulse sequence, coupled spin dynamics were

analyzed in significant detail by Maryasov after making minor assumptions [104].

In the case of arbitrary pulses, a pulse acting on the anti-phase SQC, Sa+Sbz, may

affect either of the two spins. Pulse action on spin A can change coherence order.

Selecting the desired coherence pathway is handled by phase-cycling. However,

flipping just spin B (i.e., Sbz ! �Sbz) has no effect on the coherence order of

A-spins, but reverses the sense of time-evolution of spin A caused by its dipolar

coupling to spin B. Therefore a branching into two signals, different in dipolar

evolution (“dipolar pathways”) may occur, i.e., spins A associated with spin B that

are flipped and those that are not. This resembles the presence of two terms for a

given pathway in DQC. These “dipolar pathways” affect most of the PDS pulse

Fig. 5 (a) The original 3-pulse form of DEER (PELDOR) [29]. The primary echo is formed by the

p/2 and p pulse sequence at the frequency of A-spins. The pumping pulse at ob is applied at a

variable time t ranging from 0 to t to probe the dipolar coupling between A andB spins. The spectral

excitations at both frequencies should not overlap, thus the pulses are made selective. (b) 3-Pulse

DEER for a 16.3 Å rigid biradical [35] in LC phase V, rapidly frozen from the isotropic phase; at

�80	C. DEER was set up at 17.4 GHz with a 2 kW mw amplifier working in the linear regime at

10 dB below saturated output level. A low-Q dielectric resonator was used to accommodate the

pulses at both DEER frequencies separated by ~100 MHz. The widths of p/2 and p pulses were

10 and 20 ns. The pumping pulse was positioned at the low-field portion of the nitroxide spectrum.

The informative part of the signal trace is enclosed into the dotted box. The Bloch–Siegert phase
shift of the signal [98] is clearly visible on the lhs and rhs of the box and can be eliminated by taking

the magnitude of the signal obtained in quadrature. The dash-dot line corresponds to zero ampli-

tude. The “dead-time” is about the width of the pump p-pulse. (b adapted from [101].)
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sequences based on selective pulses. Since branching into two pathways can occur

after each selective pulse, for an N-pulse sequence there could be as many as 2N�1

distinct terms, different in dipolar evolution. One of them corresponds to unper-

turbed Sbz, while the rest may evolve with respect to their specific timing variables

that depend on how the evolution periods are prescribed to vary in the pulse

sequence. Although these signal pathways may be very different in their dipolar

evolution, they cannot be separated by phase-cycling, since they still correspond to

the same coherence pathway of A spins. In the DEER technique this would be the

case when there is an overlap of the excitations at the two frequencies or more than

one pump pulse is applied. [Single-frequency techniques (SQC sequences) also

have such features, because anti-phase SQC may or may not change sign after the

pulse. It can be shown that such unwanted dipolar pathways do not contribute to the

amplitude of the 6-pulse DQC signal, because in-phase SQC will not evolve into

anti-phase SQC during the preparation period or else anti-phase SQC produced

after the DQC filter will not evolve into observable in-phase SQC during the mixing

period, if only one of the spins is flipped by the p-pulse.] For the 3-pulse sequence
there are, thus, four terms representing possible dipolar signals. If dipolar coupling

is small compared to the B1s, the sequence can be analyzed with a properly tailored

product operator technique. Excitation overlap generates all four pathways. This

gives us four terms in PELDOR (cf. Appendix).

Vðt; tÞ ¼ V0 q2q3 þ q2p3 cosðatÞ þ p2q3 cosðatÞ þ p2p3 cos aðt� tÞh ioaob
(40)

Here we included some amplitude factors giving echo amplitude for a single spin

into V0; pk is the probability of flipping either Saz or Sbz by the kth pulse (labeled

as given in Fig. 5a), with qk ¼ 1 � pk is the probability for them remaining

unaffected. When pulse excitations at the two frequencies have only a small

overlap, i.e., hp2p3i � hq2p2i, only the first three terms are significant and one

arrives at the following form

Vðt; tÞ=V0 ffi ð1� p3Þ½1� p2ð1� cosðatÞÞ
 þ p3 cosðatÞ (41)

Typically there is only a small effect of pulse 3 on the B-spins, so the fourth term in

Eq. (40) is relatively small compared to the others, but it does exist and is a dominant

term in “2+1” [38], where excitation overlap is large. Another form of Eq. (41) is

Vðt; tÞ=V0 ffi 1� p2ð1� cosðatÞÞ � p3ð1� cosðatÞÞ (42)

At first glance Eq. (42) appears to contain two similar terms, but they are actually

quite different, since the last depends on pseudosecular terms inHdd. However, p3 is
not small compared to p2 as its main effect is to act on the anti-phase coherence of A

spins via Saz of the second spin at oa. Furthermore, the spin dynamics of A spins is

not necessarily in the weak-coupling limit, which could make Eqs. (40) and (41) far

more complicated functions of t than cos(at) [106], so that Eq. (40) in that case

would become unwieldy. To a good approximation one should ignore this entire
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nuisance by dropping the second term in Eq. (41) as it dies out for at � 1, and by

including (1 � p3) into an “initial amplitude,” V0. Note that the latter action is not

legitimate for more than two spins when one is interested in spin-counting or

“instantaneous diffusion.” We do not detail the well-known amplitude factors in

V0 in Eq. (40) (cf. Appendix) that determine spectral excitation of A-spins and the

echo amplitude and shape. Since all amplitude factors contained in V0 of Eq. (41)

depend on generally orientationally dependent oa andob and are coupled through a
(r,h), the signal in DEER, similar to the DQC case, is expressed as

VðtÞ ¼ V12ðtÞ þ V21ðtÞ (43)

with each term, after neglecting p3 cos(at), having the form:

VkmðtÞ ¼
�
Gkðokðlk;hÞÞ½1� Hmðomðlm;hÞÞð1� cosðoðr;hÞtÞÞ
�

r; lk ; lm; h

(44)

where Gk, Hm, ok(m)(lk(m),h), with k, m (a or b) numbering the spins, have the same

meaning as in DQC (cf Sect. 2.3.5). They are expressed differently (cf. Appendix)

due to fewer pulses and the nature of the signal, but as in DQC depend mainly on the

factors given by Eq. (31). In an ideal case, when there is no correlation between l1

and l2 as well as with h, Vkm(t) becomes

VkmðtÞ ¼ V0k½1� pmð1� cosðaðr;hÞtÞÞ
h ir; h (45)

Finally, for like spins, there is only one term of the form given by Eq. (45) which

is the well-known form

VðtÞ ¼ V0½1� pð1� cosðaðr;hÞtÞÞ
h ir (46)

where a � od(1 � 3 cos2 y) [30]. In the isotropic case Eq. (46) becomes

VðtÞ ¼
ð1
0

PðrÞ dr
ð1
0

½1� pð1� cosðodtð1� 3u2ÞÞÞ
 du (47)

where u � cos y. Equation (47) is quite similar to Eq. (38) for the case of DQC,

differing only because p < 1, and in Eq. (47) the V(t) is reduced by factors

reflecting the fraction of spins irradiated by the selective pulses, o1a (i.e., the

A-spins). As one can notice in Fig. 5b, the signal has a short “dead-time,” since

the initial part of the signal is distorted in the beginning and this may interfere with

measuring a distance shorter than ~25 Å, but it should be less of a problem for

longer distances. The implementation is helped by using an independent source for

the pump pulse, but a single TWTA with enough power operating in the linear

regime (~12 dB backoff from saturation) also does very well (cf. Fig. 5b), if one

uses the receiver with full quadrature to account for “dynamic” phase shifts [98].
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2.3.7 Four-Pulse DEER

Four-pulse DEER was introduced in 2000 by the group in the Max-Planck Institute,

Mainz [107] to help alleviate issues with the dead-time encountered with setting up

3-pulse PELDOR using a single amplifier that was a limiting factor in accessing a

wider range of distances.

This was accomplished by using the pulse sequence based on a refocused primary

echo (RPE) (p/2)a � t � pa � t � pb � (2t � t) � pa � t � echo with variable
position, t of pump pulse (pb) in between the second and fourth pulses. The addition
of the refocusing pulse modifies the dipolar evolution to shift its initial point to be in

the middle of the interval between the two refocusing pulses. Later this sequence

was modified as shown in Fig. 6. In this implementation the zero time for the dipolar

signal also coincides with the first (primary) echo but one chooses t1 � t2.
This ensures “zero dead-time” since the pump pulse does not need to be close to

the detection pulses, thereby permitting easy implementation based on a single

high-power mw amplifier, as in a commercial spectrometer. This fact enabled a

rapid expansion of this method, known as 4-pulse DEER. Today it is the main-

stream technique with several dozen spectrometers in operation worldwide. As a

result, the number of studies that use DEER is rapidly increasing.

It should be noted that in the 3-pulse method its “dead-time” is the delay required

for the detection pulse 1 (Fig. 5) to create transverse magnetization before the pump

pulse flips coupled B-spins (i.e., it is of the order of half the time interval required

for the pulses to “pass through each other”). The starting point of the dipolar

evolution in the 4-pulse DEER sequence is when the pump pulse is centered on

the refocused echo. Therefore, the two sequences are comparable in their capacity

Fig. 6 The 4-pulse form of DEER [107] is a modification of its 3-pulse predecessor. It is based on

detecting the refocused primary echo formed by p/2 � t1 � p � (t1 + t2) � p � t2 � echo pulse
sequence at the frequency oa of A-spins. The time variable t is referenced to the point where the

primary echo from the first two pulses is formed (but is not detected). At t ¼ 0 the dipolar phase is

zero for all A spins (the precise position of t ¼ 0 is limited by the width of the pulses). Shifting the

starting point for dipolar evolution away from the second pulse by t1 makes this pulse sequence

dead-time-free with respect to dipolar evolution and eases its technical implementation
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to follow fast dipolar oscillations, due to the main limitation imposed by the width

of pulses. However in the single power amplifier Ku-band PELDOR implementa-

tion (cf. Sect. 2.3.6) the need to use the linear regime limits the capacity to use a

stronger pump pulse and may be not suitable for larger resonators in X-band.

Another issue is that pulse interaction often exists in TWT amplifiers depending

on the type of TWT and the design of the high-voltage power supply with the

effects lasting for several hundred nanoseconds. A dual-amplifier configuration, as

we found, is free from such artifacts, but is expensive. In summary, indeed 4-pulse

DEER is easier to setup and use than the original PELDOR.

It was shown that the approximate form of 4-pulse DEER signal for two spins

has essentially the same form [73] as in 3-pulse PELDOR:

Vðt1; t2; tÞ ¼ V0ðt1; t2Þ½1� pð1� cosðatÞÞ
 (48)

with the amplitude factors V0 depend mainly on spectral excitations of observing

pulses applied at oa, and p is the fraction of spins B flipped by the pump pulse.

Equations (42)–(47) from the previous section also apply. These expressions are

satisfactory for most practical purposes. As with 3-pulse PELDOR, Eq. (48) is

adequate when the pulses at the two frequencies do not overlap. Otherwise, there

are eight different dipolar signals, which introduce a moderate level of artifacts (cf.

Appendix). It is common to use a ~12 ns pump pulse to maximize the dipolar signal

while minimizing unwanted signals. However, a moderate increase in signal ampli-

tude could sometimes be offset in the case of typical T2s (~1.2–2.5 ms) by the need

to discard the latter points of the signal trace and because of nuclear ESEEM

effects. The condition of small overlap is substantially satisfied in a typical setup

that uses ~32 ns observer and pump p-pulses and a frequency separation

of�70 MHz. It also results in much smaller nuclear ESEEM. This setup is standard

at ACERT.

A useful feature of DEER is its flexibility. It can be applied to radicals with

nonoverlapping spectra and to very broad spectra. Relaxation effects and ESEEM

are mostly factored out. The artifacts due to pulse overlap can be kept small for a

broad range of pump pulses. Nevertheless, as we noted, there are a number of

effects that should be taken into account, when needed.

To this date DEER has been implemented over a broad frequency range from

S-band [108] up to E-band (180 GHz) [48]. It was implemented by us at Ku-band as

a very high sensitivity DEER spectrometer that was able to rival our DQC in some

cases, as we will show later in this chapter. It has operated for 9 years at ACERT

and was used for several studies. PDS, represented by 3- or 4-pulse versions of

DEER and 6-pulse DQC, allows one to measure distances from ~10 Å to nearly

90 Å, with DQC having a wider range due to intense B1s and stronger signals. The

main limitation to sensitivity and consequently the long distance range is imposed

by phase relaxation, which we discuss next.

P.P. Borbat and J.H. Freed

28



2.4 Relaxation

The amplitude of the primary echo V0 decays during the period 2t (cf. Fig. 5 for 3-

pulse DEER), and during period 2(t1 + t2) for 4-pulse DEER (cf. Fig. 6), and 2tm for

6-pulse DQC (cf. Fig. 4) due to phase relaxation. Therefore the maximum dipolar

evolution time interval, tmax (¼t), available for recording V(t) is ultimately limited

by the phase memory time, Tm. In the simplest case, V(t) ¼ V0 exp(�2t/Tm). In
more general cases several mechanisms contribute to relaxation, some are described

by stretched exponentials [109, 110] and some such as instantaneous diffusion [111]

are spin concentration dependent. Furthermore, the signal could be the sum of

several terms, with each modified by relaxation in its own way. Signal decay due

to relaxation is the main factor that limits the maximum distance, rmax, that one can

measure, over a reasonable period of signal averaging.

Depending on the signal-to-noise ratio (SNR), tmax is ca. (1 to 3)Tm and cannot be

extended much further. In DQC (cf. Fig. 4) tm is essentially taken as tmax and

(t1 + t2) as tmax in DEER (cf. Fig. 6). The largest measurable distance rmax is

proportional to ðtmaxÞ1=3 in order to recover a full dipolar oscillation [32, 35].

Thus only a minor increase in rmax can be made by increasing tmax which would

further reduce V(ttmax), and this would necessarily require a large increase in signal

averaging to improve SNR. Clearly, significantly improved sensitivity could also be

of considerable value here. In the case of relaxation given by a simple exponential,

the maximum time tmax that can provide “acceptable” SNR for distance analysis

depends on the spectrometer sensitivity, S, as log(S), where S gives the SNR for a

standard sample. An improvement of S by a factor of 5–20 (as we find for DEER and

DQC with the ACERT Ku-band spectrometer) extends tmax by a factor of 1.8–3

increasing rmax typically by 20–50% or else dramatically shortening the data

averaging time.

For nitroxide-labeled proteins, Tm is largely determined by the dynamics of the

nearby protons [110, 112–114] especially those from rotating methyl groups,

leading to simple exponential decay as expressed above with Tm in the range of

1–2 ms for buried or partially buried labels. Such relaxation times are characteristic

of hydrophobic environments that are encountered in lipid membranes (including

fluctuating methylene protons) [115] and the protein interior [112]. At ACERT’s

Ku band level of sensitivity, this typically limits tmax to about 3–6 ms (in the absence
of other relaxation mechanisms that could become dominant at larger tmax); thus

permitting rmax of ~55–65 Å.

Such short relaxation times could be significantly improved by protein and

(when possible) lipid deuteration, with distances as long as 87 Å having been

reported [116]. However, even in this case a typical limit is about 60–70 Å, since

in such systems the average spin concentrations are often very low (2–20 mM). For

water-exposed spin labels in soluble proteins, relaxation times could be consider-

ably longer, ca. 3–4 ms [112] and could be as large as 6–8 ms in a deuterated buffer.
Nitroxide probes have Tms of nearly 100 ms in D2O/glycerol-d8 [114]. However, if
there are surrounding protons, for example from the protein itself, the relaxation
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time becomes much shorter. At longer t (�3 ms) relaxation is dominated by the

nuclear spin diffusion mechanism, leading to relaxation as exp(�mtk) with

k ~ 1.5–2.5 [110, 117]. We can define the respective phase memory time Tm for

such cases by expressing this relaxation term as exp[�(2t/Tm)
k]. In water, spin-

diffusion typically limits Tm to ~4 ms, permitting an rmax of ~50 Å (or ~65 Å with

lower accuracy).6 Using deuterated solvent [35, 58, 59, 109] could extend Tm of

spin-labeled proteins to ~6.5 ms and tmax to ca. 8 ms in favorable cases [114], i.e.,

less than is possible in completely deuterated systems [116, 118, 119], as there still

is a bath of protons of the protein that will enable efficient nuclear spin-diffusion.

Another way to deal with such types of nonlinear (k > 1) relaxation is to do

multiple refocusing of the spin-echo [120]. This can partially suppress this relaxa-

tion, since each subsequent refocusing pulse is applied to the spin-echo produced by

just the preceding refocusing pulse, so the total decay is a product of the decays

between refocused echoes. For example, 6-pulse DQC has two points of refocusing

first-order coherence (i.e., p-pulses 2 and 6 in Fig. 4) that help to extend tmax when

Tm is dominated by nuclear spin diffusion, so the decay becomes: exp[�(2tp/Tm)
k �

(2t5/Tm)
k] rather than exp[�(2tm/Tm)

k] (assuming a very short tDQ) [35, 58]. Of

course, for k ¼ 1 the two expressions are equivalent. This permits a more accurate

estimate of rmax to ca. 70 Å.

The longitudinal relaxation time, T1, determines how frequently the pulse

sequence can be repeated (usually no more than at the rate of ~1.5/T1) and

consequently the rate at which the data can be averaged. Both T1 and T2 are

temperature dependent, as is the signal amplitude, which depends on the Boltzmann

factor for spins in the static magnetic field. The combined effect of all these factors

is such that for proteins in water solution or in membranes the optimal temperature

as a rule is in the range of 50–70 K for nitroxide labels. The presence of paramag-

netic impurities with short relaxation times shortens both T1 and T2. This requires
conducting experiments at even lower temperatures. However, it is difficult to use

nearby ions to improve sensitivity, as T2 can quickly become quite short. The

distance between two ions [22, 87] or nitroxide to ion [121] can also be measured

and the optimal temperature is usually less than 20 K.

2.5 Distance Ranges

2.5.1 Long Distances

In the previous section we discussed relaxation as the major limitation in the context

of long distance measurements. The other limitations arise due to spectrometer

sensitivity and sample properties, such as its morphology and heterogeneity [122].

The ability to measure very long distances is thus limited by the phase memory time,

6One could use just a tmax of ~1.2Tm in this case.
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Tm and for proteins, 65–75 Å is about the upper limit with current technology. Also,

distances measured in this range are typically not very accurate because of a lower

SNR and reduced fractional period of the dipolar oscillation detected. Modified

pulse sequences have been shown to bring some level of improvement [58, 59].

Sometimes just buffer or lipid deuteration suffices to measure distances up to

80 Å (Fig. 7b), but in general further improvement would require much greater

effort, such as a dramatic increase of the spectrometer sensitivity and/or

improvements in sample preparation, e.g., partial or complete protein deuteration

(Fig. 7a) [116, 119], which in itself we estimate may extend rmax to 100–130 Å and

make distances ranging up to 80 Å much more accurate. Since such enrichment also

benefits high resolution NMR [123–125], one could hope that this technology may

become, in the future, an accepted way to improve the accuracy of distances in the

50–80 Å range, which are currently accessible, and to increase the sensitivity

dramatically, bringing it to the micromolar level. This is of particular value for

the difficult case of membrane proteins. Alternatively, with a good spin labeling

strategy, such long distances can often be avoided, but much more double mutants

have to be engineered to recover very long distances by triangulation [1, 5, 63, 71].

2.5.2 Short Distances

While measuring short distances is not limited by sample relaxation, this task has its

own challenges. The sensitivity to shorter distances decreases significantly because

the dipolar (and J) coupling increases and both components of the Pake doublet can

no longer be adequately excited [104] in DEER. Also, account must be taken of the

strong dipolar coupling that still exists during these long pulses [102, 104].

Fig. 7 Time-domain normalized DEER signals after baseline removal and reconstructed distance

distributions: (a) 70% deuterated a-synuclein Parkinson’s A30P mutant spin-labeled at sites 24

and 72 and reconstituted in SDS-d25, (40 mΜ protein; 3 h of signal averaging); (b) 26 b.p.

undeuterated TAR-RNA/TAR-cDNA duplex, DNA spin labeled at 30, 50. The signal was averaged
over an 8 h period. The DNA concentration was 50 mM and D2O buffer was used. The signal in (b)

represents a distance of 80 Å with a width of ~30 Å. [The same sample was recorded using a 20 ms
“oscillation” time in 3 h with S/N about 50% of that shown. This permits one full period of dipolar

frequency corresponding to 101 Å distance. (a is adapted from [116]; the sample used in b is

courtesy of C. P. Scholes.)]
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Below about 18 Å the sensitivity of DEER to short distances reduces signifi-

cantly and distances shorter than ~15 Å are difficult to measure. The p-pulse excites
a spectral extent (in Gauss) of about B1. It is necessary in DEER to excite both

components of the Pake doublet at both pump and detection frequency. DEER

normally uses pump p-pulses longer than 20 ns (B1 of 
9 G) and longer than 32 ns

for detection. This imposes a lower limit to DEER of ca. 15–20 Å (cf. Fig. 8).

However, p-pulses of 30 ns are typical, since they provide a cleaner implementation

of the method, which requires that the pump pulse and observing pulses do not

overlap in spectral extent. This tends to limit short distances measurable by DEER

to 20 Å. A modification of the 4-pulse DEER sequence for short distance measure-

ment was suggested [60], and may be useful in future applications to biological

systems.

DQC uses intense pulses with B1 of 30 G or greater, hence it can access distances

as short as ca. 10 Å [11, 93] (cf. Fig. 8). In this case the pseudosecular part of the

dipolar term in the spin-Hamiltonian [i.e., the last term on the right in Eq. (12)]

cannot be neglected, but this can be accounted for [35].

Thus, pulse methods could be applied to most practical cases arising in protein

distance mapping, i.e., 10–90 Å. The short distance range is more appropriate

however for organic biradicals, buried spin labels, or radical cofactors, TOAC,

and similar cases, when radicals are substantially immobilized and their geometry

is known or can be deduced. This lower range is less relevant for typical nitroxide

labels with long tethers, with uncertain geometry.

Fig. 8 The challenge of short distances with the example of short biradicals used for DNP. Ku-

band (17.3 GHz) DQC (1) and DEER (3) are compared for a rigid ~12.5 Å nitroxide biradical,

BTOXA. Detection p/2 and p-pulses in 4-pulse DEER were 16 and 32 ns, respectively; the

pumping pulse was 18 ns (B1 ~ 10 G). This is found to be insufficient to properly excite the

dipolar spectrum. For DQC p/2 and p pulses of 2 and 4 ns widths were used (B1 ~ 45 G),

developing the oscillations very cleanly. The longer pulses of DEER lead to a spread in the

refocusing point of different spin packets and the weaker B1 does not excite the full dipolar

spectrum. Both function as a low-pass filter smearing out the high-frequency dipolar oscillations.

(2) Ku-band (17.3 GHz) DQC signal for an even shorter biradical, BTUrea. In these experiments,

p/2 and p pulses were also 2 and 4 ns. The dipolar spectrum has a characteristic frequency

~50 MHz and spreads up to ~75 MHz. However, it is believed this is in part due to an electron

exchange J of 7.8 MHz. (The biradicals is courtesy of R.G. Griffin.)
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2.5.3 Optimal (PDS) Range of Distances

In our experience, an optimal range of distances for the purposes of PDS is within

20–50 Å (45 Å for membrane proteins, whose Tms are 0.8–1.5 ms), even though

larger distances can be and have been measured with a longer period of signal

averaging, but usually with reduced accuracy. This is based on our extensive

experience at ACERT at Ku band, so the upper range would be smaller at X-band

(commercial). Distances shorter than 20 Å introduce a relatively larger uncertainty

in estimating the Ca–Ca distances. Measurement of distances in the optimal range

are fast and accurate in most cases. The labeling sites and distance network should

thus be chosen when possible such that they provide optimal conditions for PDS, by

increasing the relative number of optimal distances, as needed.

A good example of this effect is the recent study on structural models of the

complex between the cytoplasmic domain of erythrocyte band 3 protein and

Ankyrin-R repeats 13–24, where PDS data were supplemented by cw ESR for

distances shorter than 15 Å [71].

Optimal conditions are not readily available for oligomeric proteins due to

multiple labels and their typically large size [5, 65, 122]. For an unknown structure,

a preliminary scanning by several trial measurements may be very helpful.

2.6 Distance Distributions and Extracting Distance Information

Several approaches to determine distance distributions of paramagnetic centers in

solids were utilized in the early applications of DEER and related methods [29].

Such methods have been improved [66, 67, 69, 70, 126, 127] and Tikhonov

regularization is now a major tool for extracting distance distributions from the

raw or preprocessed data.

In PDS the “raw” experimental time-domain signal encoding distance information

is not an ideal dipolar signal which is the Fourier-transform of the dipolar frequency

spectrum. Depending on the method it can contain a constant or decaying background

and be modified by some decaying function. Before any attempt to reconstruct the

distances is made, the pure dipolar signal should be separated from these. Without

going into the details of the forms and origin of these contributions, which we discuss

in Sect. 2.8, we express the time-domain PDS signal (both DQC and DEER) in the

following general form consistent with the above signal description.

VðtÞ ¼ Vintraðt;mÞVð1Þ
interðt;mÞ þ V

ð2Þ
inter

D E
m
; (49)

where Vintra is the “dipolar” signal of interest, produced by a pair of spins in

the molecule bearing a pair of spins, while the other terms and factors depend on

the PDS method to detect the signal and the sample property, for example the

contributions to the intramolecular spin-pair signal from the surrounding spins
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(vide infra), denoted by the subscript “inter.” The averaging in Eq. (49) is

conducted over parameters m ¼ (m1, . . ., mn), some of which may be common for

contributing terms. For example, they could depend on the distribution of B1 over

the sample, or there could be a local structure, leading to a MOMD7 case [128]. For

DEER a widely accepted approximation is to takeV
ð2Þ
inter as a constant offset modified

by V
ð1Þ
inter [105].

These terms can have a different origin in DQC andV
ð2Þ
inter could originate from the

spins on other molecules and does not factor out in a simple way [1]. DQC filtering

helps to make V
ð2Þ
inter small and it becomes insignificant at very low concentrations

when molecules become essentially isolated. V
ð1Þ
inter in DEER could also originate

from local aggregation effects that will only modify the signal of the aggregated

molecules [129]. In all cases, the task is to extract the “dipolar signal” Vintra from

V(t). It can be helped by any a priori knowledge about the morphology of the sample.

We emphasize that this step is one of the major sources of errors in distance

reconstruction.

In most cases, the signal in PDS, used to extract the distance is based on the Vintra

assumed to be given by the “ideal” signal form given by Eqs. (38) and (47). This

level of approximation is often adequate, except for the cases when orientational

effects (cf. Sect. 5.3) are significant or aggregation effects cannot be neglected.

After extraction of Vintra, it is subjected to inverse reconstruction by Tikhonov

regularization or related methods. The problem can be represented by a Fredholm

integral equation of the first kind

VintraðtÞ ¼ V0

ð1
0

PðrÞKðr; tÞ dr (50)

with the kernel K(r, t) for an “ideal” isotropic sample is given by

Kðr; tÞ ¼
ð1
0

cosðodtð1� 3u2ÞÞ du: (51)

The inversion of the signal Vintra given by Eq. (50) to obtain P(r), the distance

distribution, is in principle achievable by standard numerical methods, such as by

singular value decomposition (SVD), but it is an ill-posed problem which requires

regularization methods in order to arrive at a stable solution for P(r). In the practical
implementation, the data are discrete and available over a limited time interval, and

the actual form of the kernel K(r,t) may differ from the ideal form given by Eq. (51),

or could be modified to address a specific issue, such as providing corrections to the

reduced sensitivity of DEER to short distances.

7Microscopic order with macroscopic disorder.
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Tikhonov regularization [67, 70] recovers the full distribution in distance, P(r).
It is based on seeking an optimum, P(r), which tries to minimize the residual norm

of the fit to the data while also trying to maximize the stability of P(r) (i.e., to reduce
its oscillations). The relative importance of both is determined by the regularization

parameter, l. The L-curve method for optimizing l is computationally very effi-

cient and the most reliable to date [70]. In the Tikhonov method the regularization

removes the contributions of the small singular values, si in the SVD that are

corrupted by the noise by introducing the filter function

fi � s2i
s2i þ l2

; (52)

which filters out those contributions for which s2i � l2. Further refinement of the

P(r) can be performed by means of the maximum entropy method (MEM) [69],

although it is computationally more time consuming.

The latest versions of MEM and Tikhonov regularization permit one to simulta-

neously fit and remove the effects of V
ðkÞ
inter while optimizing the P(r) from raw

experimental data8 [69]. This is important, since any attempt to remove a “pre-

scribed” baseline (assumed to be a linear or a stretched exponential function) in the

case of broad distributions usually results in a level of distortion that can render the

distribution totally unreasonable. The reconstructed distribution may exhibit, for

example, long-distance tails that correspond to distances exceeding the size of the

protein.

Experimental artifacts, a multitude of minor effects leading to signal distortions,

and residual baseline make the signal recovery somewhat less accurate than what

can be achieved with model data generated using the ideal kernel of Eq. (51). The

test examples in the literature [69, 70] demonstrate the accuracy of recovery of

average distances and distribution widths when the signal is free of artifacts.

The best condition for having the least distorted data is to use a sample with very

low concentrations to reduce the baseline practically to a constant in DEER and to a

very small (negligible) constant by using DQC. This however requires that one

employs a PDS spectrometer with adequate sensitivity. The analysis based on ideal

kernel data suggested that the SNR should be not less than 30–50 depending on the

reconstruction method [69, 70]. But a low level of distortions is also very important.

However, since it is difficult to obtain such high SNR, we commonly find from the

literature that distance reconstruction was conducted on data with SNR of ~10 or

less or highly distorted in the latter points of the record. This practice is very likely

to result in very poor or even unphysical reconstructions.

8 Available for download through the ACERT web page www.acert.cornell.edu.
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As an example of the viability of distance reconstruction, using short-range

distance DQC data, we show in Fig. 9 the reconstruction of distance distributions

for peptoids which are synthetic peptide analogs with side-chains attached to

nitrogens.

2.7 Orientational Effects in PDS

The signal in DQC or DEER, given by Eqs. (34), (43), and (44), depends on the

orientations of the magnetic and dipolar tensors, leading to a dependence of the

dipolar spectrum on the exact position of spectral excitation in DQC and of both

frequencies in DEER. On one hand, this can confuse the distance measurements,

and on the other hand, it provides the opportunity to determine (to some extent) the

orientations of spin labels, thus providing additional structural constraints. In cases

of strong magnetic anisotropy and broad spectra, such as for Cu2+–Cu2+ spin pairs,

this orientation selectivity is already available at X-band [87], whereas for

nitroxides W-band may be more suitable.

For spin labels with flexible tethers such as MTSSL, orientational effects are

usually small and it is difficult to detect them at Ku band, but the effects are more

pronounced for cases of more rigid labels such as TOAC and those developed

for labeling oligonucleotides [130, 131], or even for MTSSL in some cases [132].

Fig. 9 Distance distributions (bottom) obtained from DQC data for double-labeled peptoids

C1–C5 (left top) as determined by inverse reconstruction by Tikhonov regularization. Distances

as a function of inter-residue spacing for C1–C5 (right top). Maxima shift from ~12 Å
´
to longer

distances (~18 Å
´
) as the residue spacing between labeled side chains increases. Note that D6

(structure not shown) lacks branched structure-inducing side-chains, so it exhibits a wide distance

distribution. (Adapted from [11].)
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New spin-labels with reduced flexibility [133, 134] may help to achieve stronger

orientational effects than what can be achieved with MTSSL.

When a sample containing bilabeled proteins is subjected to a sufficiently strong

microwave pulse, as is used in DQC, the nitroxide EPR spectrum is almost

uniformly excited by each pulse, and any orientational selection is (largely)

suppressed given the excellent Pake doublet predicted for DQC [93] as shown in

Fig. 10; that is, it does not modify the echo amplitude (except for the effect of

pseudosecular dipolar terms for short distances). Also, in high B1-fields, the effect

of dipolar coupling during the pulses becomes relatively weak so that the spectral

rotation of both components of the Pake doublet is essentially the same as in the

absence of coupling. In other words, a strong B1 decouples the spins. Therefore, for

not very short distances and in sufficiently strong excitation fields (B1s), the

information on orientations of the magnetic tensors of the spin-label moieties is

virtually excluded from the time-domain dipolar evolution of the echo amplitude in

DQC. However, as shown by Borbat and Freed [35] and later in [93], orientational

information is still retained in the spin-echo evolution, and can be retrieved by

Fig. 10 Time-domain 1D DQC signals and their Fourier transforms for 14N nitroxides with their

magnetic tensor axis orientations distributed isotropically in the molecular frame (i.e., referred to

as uncorrelated case). (a, b) A computation based on analytical approximation [cf. Eq. (32)] and

(c, d) that computed rigorously. B0 ¼ 6,200 G, B1 ¼ 30 G, and dipolar coupling (nd) is 15 MHz

(15.1 Å). This figure shows the time-domain data in dipolar and echo times and its FT. A small

peak at 3nd/2 (indicated by downward arrow) and a weak shoulder (marked by asterisk) extending
up to 3nd are manifestations of the pseudosecular terms in Hdd. The difference between the two

cases is quite small, being mostly caused by using simplified amplitude factors in Eq. (32).

(Adapted from [93].)
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recording the 2D time–domain data as a function of both the spin-echo time (techo)
and the dipolar evolution time (tdip); this is discussed later in this chapter

(cf. Sect. 5.3). We remind the reader that the spectral extent that contributes to

the DQC signal is less than that given by an individual p-pulse, since there are three
such p pulses in the DQC sequence. Therefore not all orientations are equally

represented in a real DQC signal.

2.8 Multi-spin Effects

So far, we have been discussing pulse methods for a system of two spins. These

methods have also been applied to systems that contain more than two spins, such as

oligomeric proteins [5, 65, 122] and small spin clusters [135]. In principle, all

electron spins in a sample interact with the spin-pair in spin labeled molecules,

giving rise to an intermolecular contribution that modifies the dipolar signal from

that of an isolated spin pair or a small cluster [cf. Eq. (49)]. Such contributions are

reasonably well understood in the case of DEER, but they are less tractable for

single-frequency techniques, such as DQC. In all cases these effects should be

accounted for in order to extract the intramolecular signals that encode the informa-

tion on the relevant distances. Experimentally, intermolecular contributions should

be reduced by using samples as dilute as possible consistent with the distance range

and the available SNR. Intermolecular contributions on the other hand can be used to

estimate spin concentration and homogeneity of the spin distribution in the sample.

2.8.1 Multi-spin and Intermolecular Effects, Clusters, Oligomers, and

Spin-Counting

In many cases one has to deal with a protein that may have more than two spin

labels, such as an oligomeric protein or a protein binding several spin-labeled

substrates. For N spin labels, there could be up to N(N � 1)/2 distances. For

instance, in our work on CheA/CheW complex [5] there were four spins per

complex, with six distances possible, limited to four by symmetry, and up to five

distances in our study of binding of the receptor by this complex [65]. Therefore, one

might expect that except for a few advantageous cases like this, a broad distribution

may be the only result, limiting the opportunity to infer detailed information on

distances. The study on the CheA/CheW/Receptor complex used modeling to match

several broad distance distributions in order to verify rigid-body docking, based on

loosely defined constraints [64, 65].

One important application of PDS is spin-counting that could yield aggregation

numbers. This currently is based on a well-tested DEER method. Small spin

systems based on rigid polyradicals have been studied to correlate the modulation

P.P. Borbat and J.H. Freed

38



depth with the number of spins [136] and to estimate nonlinear effects [137] in

cases when the pump pulse is not weak enough, as recommended in early work on

spin-counting by DEER [105]. Recently a magnetic dilution method was introduced

for cases where the aggregate structure is not well defined [129].

In general, the small spin cluster problem is not as simple as it may appear. All

A-spins are coupled and in the subsystem of A-spins one has to deal with the multi-

spin dipolar Hamiltonian that contains non-commuting pseudosecular terms [138];

therefore the contributions of spins in the cluster to the echo from a particular spin

do not factor out, as they do for B-spins or remote spins on other molecules. Thus, a

good approach may be in using weak detection pulses minimizing the A-spins in

order to limit the task to the first-order in spin number. The contribution from

remote A-spins has no such problem and is treated in the same way as for B-spins,

since the pseudosecular dipolar term can be neglected. Even in the case of mono-

disperse clusters, due to less than ideal spin labeling efficiency, there is a distribu-

tion in number of spins per cluster, therefore the term in cos(at) in Eq. (41) should

be explicitly included in computing the signal from the cluster [105]. The case of

several spins can become more complicated if the relaxation times of the spins are

significantly different due to different local environments [65].

For an N spin system, e.g., for a spin-labeled oligomer of order N, bearing
nitroxide spins k ¼ 1, . . ., N, the dipolar signal in DEER can be written as a product

according to [105] as:

VintraðtÞ ¼ V0N
�1

XN
i¼1

Y
k 6¼i

½1� pikuikðrik; tÞ

* +

rik

(53)

Here, uikðrik; tÞ � 1� cosðaðrikÞtÞ is the dipolar signal detected on spin i when
pumping on spin j, pij is the probability of flipping spin j by the pump pulse; rij is the

vector connecting spins i and j.
Micro-heterogeneous systems or systems with local order, such as lipid

membranes and micelles which have characteristic microscopic order, are usually

not amenable to simple analytic solutions, and their signals should be derived based

on the appropriate averaging of Eq. (53) for the particular case [135].

The case of a small group of spins (clusters) has been considered in the literature

[33, 105, 135]. This case requires numerical treatment based on Eq. (53), typically

by the Monte Carlo method, although simplified approaches exist and were used to

make crude estimates of the number of spins in a cluster [105]. Actually, an

accurate treatment is rarely justified in such cases, since there are too many

unknown parameters to fit and the limited data which permit determining one or

two parameters at most. In addition one must have a priori knowledge about the

system in order to model it properly.
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2.8.2 Intermolecular Effects

The spin echo amplitude from an isolated pair of spins in DEER [30, 122, 139]

according to Eq. (46) can be written as:

VintraðtÞ ¼ V0ð1� pþ p cosðatÞh irÞ (54)

where p is the fraction of B spins flipped by the pump pulse. The angular brackets

denote averaging over r, which is simplified by assuming no orientation selection

[32, 131], which usually holds well for flexible tether MTS spin labels. Note also

that Vintra(t) in DEER contains a large contribution from spin pairs not flipped by the

pump pulse, V0(1 � p), cf. Eq. (54).
The amplitude of the DEER time-domain signal, V(t), as noted in Sect. 2.6 can

usually be factored into an “intramolecular” contribution, Vintra [Eq. (54)], which

gives the dipolar interaction in a pair of sufficiently isolated spatially correlated

spins (i.e., on the same molecule), and a nonspecific “intermolecular” contribution,

Vinter, from those spins randomly located within a few hundred angstroms from the

pair [139].

VðtÞ ¼ VintraðtÞVinterðtÞ (55)

Vinter is a decaying signal that modifies V(t), resulting in a large decaying

background (baseline) signal, and term V
ð2Þ
inter could also be present (cf. Eq. (49)),

e.g. it can be contributed to from other sources, such as free spin-labels. For a spin i
the dipolar signal in DEER due to all surrounding spins can be written as a product

according to [105] as:

Vi;interðtÞ ¼
YN�1

j6¼i

½1� pijð1� cosðaðrijÞtÞÞ

* +

(56)

where angular brackets denote configurational averaging over all spins in the

sample. Relaxation may complicate Eq. (56), but is not included, as is appropriate

for most practical cases. Equation (56) can be simplified by Markoff configu-

rational averaging [140] over the spin distribution throughout the sample. Protein

solutions can generate an isotropic, but not necessarily uniform spin distribution

because of spatial correlations through excluded volume or interaction effects

[141]. One finds [129] by using the Markoff method:

VinterðtÞ ¼ expð�k0pC0t� 9
ffiffiffi
3

p
k0pC0

ð1
0

f ðrÞr2 dr
ð1
0
dx sin2ðodtð1� 3x2Þ=2ÞÞ (57)
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where k0 ¼ 8p2g2e�h=9
ffiffiffi
3

p � 10�3 mM�1 ms�1 and p is the fraction of spins flipped by
the pump pulse; C0 is the average spin concentration over the sample; and

f(r) � 1 � C(r)/C0 represents the effect of variable (local) spin concentration, C
(r), in heterogeneous samples, and r is the distance from the spin. It is clear from

Eq. (57) that the exponent is nonlinear in t, whose character depends on whether the
molecules attract or avoid each other [141].

For a uniform spin distribution when C(r) ¼ C0 and f(r) ¼ 0, then Eq. (57)

reduces to the well-known formVinter ¼ expð�pk0C0tÞ. If one approximates C(r) by
a constant local concentration, Cloc, then

Vinter ffi expð�pk0CloctÞ (58)

Cloc thus can be estimated from the slope k of the baseline (cf. Fig. 11) in the

semi-logarithmic plot of V(t), i.e., from

k�1 ¼ 1:0027
103

pCloc

(59)

where Cloc is the molar concentration and p is 0.2–0.35 for typical pump pulses

[142]. The dipolar signal from the spin pair of interest [cf. Eq. (54)] is then modified

by multiplication by this decaying factor (cf. Figs. 11, 12, 13, 14, and 15 for

examples). A similar mechanism works amongst A-spins and is referred to as the

Fig. 11 The effect of the glassing agent and sample freezing method on local concentration. Raw

dipolar signals are plotted on semilogarithmic scale for (a) 56 mM 65/135 mutant of T4-lysozyme

and (b) 100 mM TEMPOL (1-oxyl-2,2,6,6-tetramethyl-4-hydroxypiperidine). The samples were

prepared using a different percentage of glycerol in D2O buffer by freeze-punch (slow-freeze) and

freeze-quench (rapid-freeze). One can see different slopes, indicating variations in Cloc, depending

on percentage of glycerol and the freezing method. The slopes for the 10% glycerol rapid-freeze

sample, and 30% and 10% glycerol slow-freeze samples correspond to Cloc of 122, 248 and

578 mM, respectively. For TEMPOL the slopes correspond to 100 and 200 mM, in 50% and 30%

glycerol samples, respectively. Only with 50% glycerol the spin probe distribution in the sample is

truly uniform. In the case of T4L, a rapid freeze ensures a nearly uniform distribution even in the

presence of just 10% of glycerol. (Adapted from [142].)
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“instantaneous diffusion” mechanism mentioned earlier [34, 111, 117, 138, 143],

although it is not a dissipative relaxation mechanism, so it can be partially

refocused [95].

Fig. 12 Time-domain DEER signal for CheW complex with CheA-D289 Q545C spin-labeled

cysteine mutant. Inset shows broad distance distribution between pairs of nitroxides in this

homodimeric protein [5]. CheAD289 concentration was 25 mM, signal averaging time was 8 h

20 min due to short Tm. The latter part of the signal deviates from a straight line in the semi-log plot

due to the presence of unwanted dipolar signals caused by the overlap of pulse excitation at the two

frequencies separated by 65 MHz. DEER was recorded using 20 ns pump pulse in dual amplifier

spectrometer configuration, which eliminates the contribution from pulse cross-talk in the TWTA.

The signal after subtracting the background has to be truncated or apodized prior to L-curve

Tikhonov regularization. This shortens the trace by ~0.5 ms. (Adapted from [122].)

Fig. 13 The DEER data in the case of clusters for spin-labeled alamethicin magnetically diluted

(b), and without dilution (a). (a1, b1) are straight line semi-log fits to the asymptotic parts of (a, b).
(a) is typical for a spin cluster; in this case single labeled alamethicin molecules are organized into

small clusters with an expected constant number of monomers. The data in (b) represent the same

spin concentration but magnetically diluted by a factor of 5 with unlabeled peptide, indicating that

this signal indeed originates from a spin cluster. The asymptotic DEER amplitudes (Va, Vb) can be

immediately analyzed to yield an estimate of how many peptide molecules, N are in the cluster

[105], given that the fraction of peptides in clusters is known. Based on [105] log Va ¼ (N � 1)

log(1 � p), where p was 0.2. This yields four peptide molecules per cluster. (Adapted from [122].)
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Strictly speaking, Eq. (58) only holds for the primary echo decay in magnetically

dilute spin systems. The intermolecular contribution depends on how the multi-

pulse sequence manipulates the spins in the surrounding spin bath and all possible

dipolar evolution pathways should be considered [38]. In 3-pulse PELDOR the

primary echo is the sum of four components that have different time dependencies

with respect to the position of the pump pulse (cf. Sect. 2.3.6) [106].

The refocused echo used in 4-pulse DEER is an eight-component signal

originating from all dipolar pathways (cf. Appendix). In both cases there is a

common intermolecular factor, given by Eq. (58), but the coefficient k may be

different from what is given by Eq. (59), if any overlap exists between the

excitations at the two frequencies. Even when the overlap is small, it affects

the longer time points of the signal and may become comparable to or exceed the

dipolar oscillations at these points as illustrated in Fig. 12. This complicates fitting

to the baseline. To minimize the distortions of this part of the signal, it is better for

the pump pulse to be less than ~32 ns in width for nitroxides and virtually all

distance measurements at ACERT were made in this mode.

Fig. 14 Data processing of a Ku band time-domain DEER data for monoamine oxidase MAO-B

labeled with spin-labeled pargyline substrate and reconstituted in octylglucopyranoside micelles

[27]. (a) The intermolecular background is removed by first fitting (inappropriately) the data on the

1–4 ms interval to a second degree polynomial (rather than to a straight line as relevant for this

case) in the semi-log plot, followed by subtracting it out. (b) Dipolar signal after removal of

background. Dashed line shows the correction for the background that was generated in the

process of MEM reconstruction [69]. (c) Corrected dipolar signal generated by fitting (a) to a

linear background signal; it is indistinguishable from (b), after subtracting from (b) the correction,

indicating the capability of MEM to adjust the inter-molecular contributions to the dipolar signal,

reducing introduced spurious content, without introducing large errors or instability. (d) P(r)
produced from data from (b) (upper curve) and (c). (Adapted from [122].)

Pulse Dipolar Electron Spin Resonance: Distance Measurements

43



A similar approach can be applied to an isotropic uniform distribution in space

with fractal dimensionality, where a closed-form solution can be written [109].

Practical examples of lower dimension are the 2D case of unilamellar lipid

membranes or the 1D case of self-avoiding polymer chains.

We note that a generalization of DQC methods to provide multiple-quantum

coherence pulses that select the order of coherence is, in principle, possible [35].

Such a methodology would be very useful for spin counting, but it has not yet been

developed for practical use in ESR.

For the sophisticated pulse sequence of DQC, there is no rigorous theory yet for

the intermolecular dipolar effects in DQC. To first order, it is a linear contribution,

which is modified by instantaneous and nuclear spin diffusion effects such as to

provide a monotonically decaying nonlinear background, which should be fit to a

polynomial or obtained by conducting reference measurements on singly labeled

molecules. After correcting for damping as described in [1], MEM with baseline fit

[69] can be applied and usually works well.

As either evolution time or concentration increases, higher order coherences will

play a further role in reducing the signal. This has been analyzed for a simplified

Fig. 15 Distance distribution reconstruction as a function of the evolution time of the dipolar

signal. Subplot (a) shows the logarithms of raw time-domain DEER data from Parkinson’s mutant

A30P of a-Synuclein with spin labels introduced at positions 24 and 72 [116], total protein

concentration (labeled and unlabeled) was 40 mM in 20 mM SDS-d25 solutions. The baseline

produced by fitting to log-linear background is plotted as dashed line. Subplot (b) is otherwise the
same as (a), but uses the data in (a) truncated down to 2.5 ms. The insets in (a) and (b) show the

data after baseline subtraction. The panels (c, d) show respective P(r)s. A better reconstruction is

obtained on original 7 ms data. (This lab, unpublished.)
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Many-Spin Hamiltonian by Nevzorov and Freed [138]. Therefore at low con-

centrations, DQC has the advantages of better sensitivity due to all or nearly all

the spins participating and to the weaker effects of the surrounding spins. But in

cases of high local concentration (lipid vesicles, protein oligomers, or peptide

clusters), DEER is able to produce the same (or sometimes even better) sensitivity

than DQC, because of reduced instantaneous diffusion resulting from the weaker

DEER pulses.

From the standpoint of PDS the intermolecular term is usually an unwanted

complication, requiring that the intramolecular signal of interest be separated from

the intermolecular contribution to the signal. Clearly, the best approach is to

minimize the latter by sample dilution, whenever it is an option and sensitivity

permits, as we continue to point out.

For clusters, controlled magnetic dilution proved useful to detect aggregation

[129, 144] and evaluate the size of the clusters and the number of spins [145]. We

illustrate in Fig. 13, the practical implementation of the method, with some addi-

tional details given in [105].

2.8.3 Data Processing in DQC and DEER

Before the data from a PDS experiment is processed into a distance distribution, it

should be separated from the offset and intermolecular contribution, as discussed in

Sect. 2.6. As can be seen in the literature, in many (or maybe most) cases the task of

extracting the pure intramolecular dipolar signal from the data record is a difficult

one, as there is no truly accurate and reliable theory that can describe all the

intermolecular contributions. It has been accepted that a benefit of DEER is the

multiplicative nature of the background, as it permits one to fit the background to,

e.g., a simple (or stretched) exponent and then simply factor it out. However, this is

not necessarily true.

In fact, the multiplicative nature of the DEER signal is often not the case and

intermolecular and intramolecular signals can be convoluted. Some obvious reasons

are: local heterogeneity, excluded volume, and spatial correlation lead to

distributions in local concentrations, relaxation times are different, B1 is not uniform

over the sample, fractal distributions are often encountered in anisotropic environ-

ment, etc. Nevertheless, our (unpublished) analysis showed that in most of the above

cases the assumption of a signal of the form VintraVinter does not result in large errors.

But generally speaking, in most cases baseline removal still is a highly empirical

procedure, as it can be highly nonlinear. The best solution would be to have it

constant or nonexistent, e.g., to use highly dilute samples and when possible, DQC.

However, membrane proteins are usually locally too concentrated even for DEER,

even though the average (or bulk) spin concentrations are usually much less than

100 mM. So, this recipe would require a level of sensitivity that is beyond the

current state of the art. For DQC, one may work with very dilute solutions
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(ca. 10 mM) so the small intermolecular background signal is readily removed by

means of least squares polynomial fitting in the time-domain of the latter part of the

signal with sufficiently decayed oscillations; then this is extrapolated back to the

earlier points of the signal and subtracted out. A correction to (quadratic) relaxation

decay may be needed for not very small backgrounds [1].

In the case of DEER the removal of (multiplicative) background signal often is

performed by fitting the latter part of the signal to a straight line in a log plot under

the assumption of an exponent that is linear in time as in Eq. (58). This model often

is not the case for the following reasons: fast-relaxing ions, charges on the protein

[141], and excluded volume. All these produce a concave baseline on a logarithmic

scale, whereas aggregation [cf. Eq. (57)] and fractal dimension [109] lead to the

opposite or convex baseline. In these (typical) cases a low-degree polynomial can

be used if a reasonable model for Vinter cannot accurately reproduce the intermolec-

ular contributions. Referencing using singly labeled protein has proved to be useful

for DEER.

When Vintra is oscillatory and does not significantly decay, more of the earlier

points should be used to determine Vinter, sometimes all the way back to Td/2 (Td is
the period of dipolar oscillations). This approach to baseline subtraction could be

highly inaccurate; therefore it may be necessary to supplement it by MEM regular-

ization to reduce the error in subtraction (cf. Fig. 14).

In the opposite case of broadly distributed distances the signal makes a gradual

transition into the baseline and their separation becomes problematic, especially if

the baseline is not expected to be described by a simple exponent, as is typical for

membrane proteins reconstituted into liposomes. In the case of broad distributions a

very shallow negative oscillation may last for more than one period of dipolar

oscillations and cannot be recovered by straightforward log-linear fitting. But it is

more successful to use MEM with an integrated baseline fit.

An example of such broad distributions is shown in Fig. 15. The approach is to

use as long an evolution time as possible and as low a concentration as possible.

This requires very high sensitivity. In Fig. 15 Panels (c) and (d) show the outcome

of distance reconstruction, from (a) and (b), respectively, based on L-curve

Tikhonov regularization followed by MEM refinement. The long-distance compo-

nent in (c) (in dashed box) was lost and the peak with a long-distance “tail” (the dot-

dashed box) at ~5 nm appears instead from the truncated (b) data set.

As we mentioned above, one way of accounting for the intermolecular back-

ground is to use methods of signal reconstruction with simultaneous baseline fitting

[69], which separates out the part of the signal governed by the intramolecular

kernel. When possible a more dilute sample is recommended, as it reduces back-

ground and also helps to make it more linear, ultimately just a constant offset.

A related approach for membrane-associated proteins is to modify the sample

preparation by using detergents, bicelles, and nanodisks [27, 116, 118, 146], but

this may not always be possible or acceptable.
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3 Technical Aspects

3.1 Spectrometers

Due to the complexity associated with construction and maintenance of a high-

quality (pulse) ESR spectrometer, “home-built” designs have become increasingly

uncommon. This could have become a bottleneck for PDS development, confining

this method to a few research laboratories, which, over a period of two decades,

have developed the adequate technology needed and even state-of-the-art perfor-

mance in unique designs. PDS gained wide acceptance, however, as a result of the

availability of DEER-capable commercial X-band spectrometers (and recently its

Q-band extension).

However, several key aspects of PDS continue to be developed using home-built

spectrometers, such as ACERT’s Ku-band PDS spectrometer and several others

[46–50]. The most important feature of our pulse spectrometer is that intense

microwave pulses of 1–8 kW are produced, depending on the working frequency,

in order to optimize such methods as DQC (and also to satisfy the requirements of

2D-FT ESR). The Ku-band spectrometer used in the PDS work carried out at

ACERT is based on a highly successful implementation of X/Ku band 2D-FT

ESR [147].

This (upgraded) spectrometer provides accurate pulse widths, with pulses that

can be as short as 0.5–0.8 ns, efficient signal capture in up to 1 GHz bandwidth,

averaging at the rate of hundreds of kilohertz, generation of accurate phases in

quadrature, and complex phase cycling schemes to greatly suppress unwanted

signals including DQ filtering. Stability is essential, so the phase drift from all

destabilizing factors is less than �4	 over a period of several days. The Ku band

operation is supported by 2 and 4 kW amplifiers, wherein the latter is capable of

providing a B1 ~ 45 G in a 15 mL sample volume, which is highly beneficial for

DQC. Importantly, DQC is more immune to pulse distortions typically produced by

TWTAs than DEER. However, the 4 kW TWT life span has proved to be shorter

than that for 2 kW amplifiers. This is an important consideration, given that the

actively used spectrometer operates for nearly 8,000 h per year. Solid-state power

amplifiers (SSPA) are commonly used at Q-band and above, with the output power

level gradually increasing. But they are not a match to TWTAs and EIKs at least in

the foreseeable future. There is also a problem with blanking the output noise of

SSPA, the problem is virtually nonexistent for a TWTA.

PELDOR with an independent pumping source (magnetron) has been in use by

the Novosibirsk group, who carried out several key studies on PDS methodology

and applied it extensively to study aggregation of lipopeptaibols and some

biological systems. Magnetrons cannot generate stable pulses shorter than ~30 ns,

but this is not a disadvantage for DEER.
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3.1.1 Intense Pulses

Spectral excitation by a sequence of finite pulses9 depends on the available o1 ¼
geB1 and the type of signal, i.e., number of pulses and flip angles. The major factor

limiting spectral excitation in DQC arises from the products of “narrow-band” terms

in Eq. (30) such as S2(p) [cf. discussion of Eq. (31)]. In Fig. 16 we plot the amplitude

factors GAV and HAV of Eq. (35), and their product MAV calculated for an uncorre-

lated pair of 14N nitroxides at X-band. At Ku-band there is almost no difference. The

product of three S2(p) functions arising from the three p pulses in the 6-pulse

sequence yields very reasonable values of about 0.5 for the amplitude factors

given by GAV or HAV for a B1 of 30 G, for which the overall amplitude factor,

MAV, is about 0.25. It is useful to note that the width of the spectral excitation

predicted for a product of N S2(p) terms depends on N as ~N�1/2. For B1 under 20 G

the growth of MAV is faster than linear, and achieving B1 � 30 G is essential for

producing strong DQC signals.

In the case of short distances (under 15 Å) the distortions of the Pake pattern

caused by the pseudo-secular term are less significant at large B1. For nitroxides

whose orientations are correlated, we have shown [93] that by increasing B1 to ca.

60 G and consequently H to 0.75 would greatly decrease the correlation effects (cf.

Sect. 5.3). Further increases in B1 are not very helpful as the asymptotic value of

unity for H is only slowly approached with increasing B1. The spectral excitation

that has been achieved so far at ACERT, based on p-pulses of 4 ns, corresponds to

Fig. 16 (Left) Amplitude factors in the 6-pulse DQC sequence as a function of B1 calculated for

an uncorrelated pair of 14N nitroxides excited at the center of the ESR spectrum for rectangular

pulses. (i) GAV, (ii) HAV, and (iii) their productMAV � HAVGAV, which determines the amplitude

of the DQC signal for the 6-pulse sequence given by Eq. (35). Note that as B1 ! 1 one obtains

H6(1) ¼ G6(1) ¼ 1. These results were calculated for 9.3 GHz. At 17.3 GHz differences from

9.3 GHz are small, so the results are approximately valid at this frequency as well. (Adapted from

[35].) (Right) A comparison of the primary echo and a “standard” (6-pulse) DQC-filtered echo

(”DQ Echo”) from 40 mM T4L 8C/44C mutant labeled with MTSSL. p/2 and p pulses were 2 and

4 ns, respectively, corresponding to B1 of 45 G. Data were taken at 60 K. The primary echo and

DQC echo are plotted to scale. The distance from the first pulse to echo was 0.6 ms in both cases.

The DQ echo is ~52% of its theoretical maximum that is 26% of the primary echo

9 That is the fraction of spins contributing to the signal of interest.
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B1 ffi 45 G, and this is sufficient for producing strong DQC signals even in samples

with a small number of spins. With B1 ffi 30 G the amplitude of the DQC signal at

tx ¼ 0 is about ~0.15 of the primary echo. We show in Fig. 16 that it approaches

~0.26 of the primary echo for B1 ffi 45 G (the theoretical maximum is 0.5). This is

somewhat better coverage than expected from Fig. 16 (left), which we attribute to

instrumental phase modulation of such short pulses (cf. Sect. 3.1.3).

3.1.2 Phase Cycling

Phase cycling is a powerful method for suppressing unwanted coherence pathways

by alternating the phases of the microwave pulses and then combining the detected

signals appropriately. It was introduced in NMR and has become widely employed

for the selection of desired coherence pathways in numerous types of 1D and 2D

experiments [94]. This method was brought into the ESR field [148, 149] in order to

select desired signals in 1D and 2D pulsed electron spin-echo experiments.

The general rule for the selection of a particular coherence pathway is based on

the fact that if a unitary pulse propagatorU acting on the density matrix according to

rðtÞ ¼ eiUtrð0Þ e�iUt (60)

produces a change in the given coherence order p by Dp, then the same pulse

propagator, but with the phase shifted by ’, i.e., U(’), will multiply r(t) by e�iDp’.

Consequently, a sequence of pulse propagators (U1(’1), U2(’2), . . ., UN(’n)) will

multiply the density matrix and hence the signal produced by a particular coherence

pathway p ¼ (p1, p2, . . ., pn) by:

expð�i
X
k

DpkfkÞ (61)

Stepping the phase ’k for the kth pulse in increments 2pL/N (L ¼ 0,1, . . ., N � 1)

and combining the detected signals havingweighting factorseiDpk’l, where the subscript

l refers to the L in the incremented phase, selects signals with a change in the coherence

order equal to Dpk � Nm (m ¼ 0, 1, . . .) [94]. For phase increments of p/2 one has

N ¼ 4. Hence a phase cycle that selects Dpk ¼ �2 also selects pathways Dpk ¼ (�6,

�10, . . .) and suppresses the others.
For phase increments of p, N is 2. Thus Dpk ¼ (0, �2, �4, . . .) are selected. We

see that Dpk ¼ 2 and Dpk ¼ 0 are both selected. Therefore a phase cycle based on

just the p increment cannot separate DQC from ZQC. The more pathways there are,

containing a given Dpk that can interfere with the desired signal, the more pulse

propagators should be included in the phase cycling scheme. It is well known that a

series of pulse propagators (which represents unitary transformations) can be

replaced by a single propagator representing the cumulative effect of the series.

This also applies to a series of pulse propagators interspersed by free evolution
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propagators representing the effect of the spin Hamiltonian, Eq. (12). Such a

cumulative propagator is referred to as a composite propagator or rotation in

NMR [99].

For example, the 2- and 3-pulse sequences for the preparation of DQC (cf. Sect.

2.3.4) can be replaced by a single composite propagator which produces changes in

the order of coherence of Dp ¼ 0, �1, �2. It is the last value that corresponds to

DQC. Thus a phase cycle that selects Dp ¼ �2 is required. The virtue of using the

composite propagator is that it is sufficient to consider just its phase shifts in

constructing the phase cycling. Then for a given phase shift ’ for the composite

propagator each pulse in its sequence must be given the identical phase shift, ’.
Consider as an example the 6-pulse DQC sequence. The first three pulses may be

considered as a composite propagator that produces DQC. The change in the

coherence order Dp is �2. We should select all four pathways depicted in Fig. 4

with this change. Using N ¼ 4, with the understanding that the phases of the three

pulses should be incremented simultaneously, we arrive at a 4-step phase sequence

with the phases of these 3 pulses changing as follows (0, 0, 0), (p/2, p/2, p/2), (p, p,
p), (3p/2, 3p/2, 3p/2) and each of the four pathways are weighed by factors (1, �1,

1, �1), when they are added in order to combine the signals from the selected

pathway(s) constructively. This phase cycle is, in principle, sufficient (for nonse-

lective pulses) because it suppresses all of the pathways that yield SQ or ZQ

coherence.

This phase cycle for the 6-pulse sequence is satisfactory if the phases are very

accurate, which is hard to achieve in practice. Therefore, it is usually necessary to

cycle the phases of the other pulses in order to attain an improved suppression of

unwanted signals. Additionally, the phase cycle should be combined with the

CYCLOPS (CYClically Ordered Phase Sequence) [150] for suppression of signals

at the image frequency. This increases the number of phase steps by a factor of four.

The typical phase cycling that we employ for the 6-pulse sequence consists of 64

steps, which combined with CYCLOPS yields 256 steps, although we do find that a

nearly comparable level of performance is achieved with only a 64-step phase cycle

[35, 63, 151]. With these phase cycles we can suppress unwanted echoes by a factor

of 300–3,000 depending on the sharpness of the echoes. The smaller value is more

typical for nitroxides.

3.1.3 Composite Pulses

We discussed above some technical aspects of PDS instrumentation hardware that

are required for generation of intense mw pulses that benefit DQC (cf. Sects. 3.1 and

3.1.1). It was noted that high-power mw amplifiers, which enable generation of hard

pulses, have a shorter life and they are also more expensive. Therefore in order to

achieve even better spectral coverage, it would be desirable to utilize a different

approach.

Years ago, when we faced the problem of insufficient spectral coverage due to a

power-limited source, we showed that the method of Composite Pulses, which is
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common in NMR and MRI for a variety of applications, can be applied successfully

to the ESR case [152], which requires much shorter pulse widths than NMR (i.e.,

much shorter than the ESR T2s, typically in the (sub) microsecond domain).

However, the technology available to us at that time was still insufficient to usefully

carry out short enough composite pulses, so instead we developed our technology of

improving the microwave B1 field strength at the sample, with much success.

However, hardware suitable to effectively accomplish efficient composite pulse

generation has become available. Furthermore, widespread use of relatively low-

power solid-state power amplifiers (SSPAs) at mm-waves, as well as the desire to

utilize smaller more robust TWTAs, provide additional motivation to revisit the

theme of composite pulses that has been extensively developed in NMR for more

than two decades [153–155]. Broadband (nonselective) spectral excitation,

achieved for example by a “hard” RF pulse, formally corresponds to uniform

spectral rotation of the spins, by the required rotation angle, y. This goal can also

be achieved by means of a finite shaped pulse. For a well-designed nonselective

pulse, the uniformly rotated spectral range, �o0, usually corresponds to o0 � o1,

with o1 ¼ geB1 [154–158]. In our case, we are primarily concerned with rotations

by p/2 and p, where the latter provides the main challenge to broadband excitation.

It is tempting to utilize one of many types of composite rotations, which were

developed in NMR [154, 156, 158–163]. Our current need is primarily to provide

pulses with broadband excitation for DQC since our best p pulses of 4 ns width are

insufficient for uniform excitation (cf. Fig. 25). There are different kinds of uniform

rotation that the pulse can provide, namely excitation (Sz ! S�), refocusing

(S+ $ S�), and population inversion (Sz $ �Sz) [159]. The rotation of spins by

the oscillating mw field can be represented by a density matrix transformation [77,

94, 95, 99]. We have applied such a relevant formalism [35] in our analysis of DQC

and SQC sequences. This formalism can also be applied to the general case of

shaped pulses generating rotations by Suzuki-Trotter theory [164–166]. It can be

shown that phase effects do not contribute a major problem for refocusing, and if Q
is adequately lowered to provide sufficient bandwidth to accommodate broadband

excitation at the expense of B1 magnitude, a very uniform population inversion can

be achieved.

Another issue concerns pulse sequences based on selective pulses, such as

DEER. The demands of PDS applications for structural biology require their further

development in order to realize the full potential of ESR. For example, in the study

of RNA, which can be large in size, and of large water-soluble proteins and their

complexes, long distances �60 Å need to be measured. Long relaxation times are

necessary to determine such distances, and relaxation processes caused by protons

in the system, in particular those of the protein, such as nuclear spin diffusion

become important, especially due to their exponent obeying a quadratic to cubic

law in time [113, 114]. Suppression of this type of diffusion requires multiple spin

refocusing. To increase the upper range of distances, in addition to the DQ-filtered

refocused primary echo (DQF-RPE) method [58], we designed a novel 5-pulse

sequence for DEER (cf. Sect. 5.1, Fig. 18) intended to provide suppression of

nuclear spin diffusion (as in DQF-RPE), but with the advantage of canceling the
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effects of relaxation decay in the signal record as in the 3- or 4-pulse DEER

sequence. But since this pulse sequence generates a sum of two types of dipolar

signals (cf. Sect. 5.1, Figs. 18 and 19), it requires the means to suppress the

unwanted signal. A good solution to this would be to employ selective pulse with

more uniform spectral excitation. Composite selective pulses have also been suc-

cessfully developed in ESR for imaging [167], suggesting that this technology

could also benefit 5-pulse DEER.

4 Sensitivity Considerations

4.1 Sensitivity in PDS Experiment

The sensitivity of pulse ESR spectroscopy is more difficult to characterize than for

cw ESR, wherein strict criteria were established. In pulse ESR, similar criteria are

harder to set, because relaxation times, which are the major determinants of the

outcome of a pulse experiment, vary over a wide range amongst the systems

studied. For this reason, often the single-shot SNR for a standard sample (e.g.,

gamma-irradiated vitreous silica) can be used [147, 168] to calibrate sensitivity.

Due to variations in pulse ESR techniques and samples, the capacity for a mean-

ingful experiment based on considerations of its sensitivity should be decided on a

case-by-case basis [47, 147] with all relevant parameters considered.

The sensitivity of PDS techniques, specifically DQC and DEER, has been

discussed in [35, 101, 122], where the main criterion for sensitivity was based on

the ability to perform a successful experiment (i.e., of reliably measuring a dis-

tance) in a reasonable period of time. It was chosen to correspond to a minimum

acceptable SNR, nominally taken as a Sacc of 10 (Sacc is the minimum acceptable

SNR), which has to be attained in the time of experiment nominally taken as 8 h of

signal averaging. Such an SNR would make it possible to obtain the distance, given

a sufficient length of tmax (cf. Sect. 2.4), which, conservatively, should be at least

one period of the dipolar oscillation, Td � 2p/od. [A relaxed criterion, based on a

shorter tmax ¼ Td/2, would still enable a less accurate estimate of the distance,

depending on the specifics of the signal and given a higher SNR than 10 [122]. This

may include a priori knowledge of spin concentration and labeling efficiency or

whether the distance is distributed over a narrow or broad range. However, an Sacc
of 10 is just a bare minimum, and we usually require an SNR of at least 50, but

preferably 100–200 to enable reliable distance distribution analysis [69, 70]. [It

should be noted that a very high SNR can be undesirable for signal analysis due to

the presence of a number of signal distortions that exceed the noise but cannot be

adequately accounted for and corrected in the Tikhonov or MEM analysis, thereby

leading to instability in the analysis. This is of particular concern regarding the

errors introduced in baseline subtraction].
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Even though it is possible to estimate sensitivity from first principles [168], we

prefer to use an experimental calibration in the spirit of [35], so the following

approach has been chosen to give estimates of sensitivity in distance measurements.

First of all, a simple and standard experiment, such as a single-shot amplitude

measurement of the primary echo, is performed under conditions when relaxation

and other complications can be ignored. Then the sensitivity of the single-shot

experiment of a more complex pulse sequence is deduced from this, based on the

known theory of themethod.Within such an approach, it suffices tomeasure the spin-

echo amplitude at a selected point of the nitroxide ESR spectrum with a 2-pulse

primary echo sequence, applied at a low repetition rate and with a short inter-pulse

spacing. Such an experiment provides the SNR for a single-shot, S1,PE, whichwe give
as per unit of concentration (1 mM) or per the number of spins (1 pmol), whichever is

needed. Subsequently, the S1 for the more complex experiment is estimated by

comparison to the S1 of the primary echo, S1,PE. Due to the limited capacity of

simulating the outcome of a complex pulse sequence, such an estimate has limited

accuracy, but it should be a reasonable predictor of the actual SNR. Finally, all the

other major factors that influence the outcome of the actual experiment, such as

relaxation, temperature dependence of the signal, instantaneous diffusion, pulse

sequence repetition rate, and noise bandwidth, must be determined and their values

used to estimate their effect on the SNR for a given distance and its range of

uncertainty.

The calibration of DQC and DEER has been conducted for our pulse ESR

spectrometer [5] at the working frequency of 17.35 GHz on a nitroxide sample of

4-hydroxy TEMPO in a vitrified solution of 50% w/v glycerol in H2O with a 20 mM
spin concentration in a 10 mL sample volume at 70 K, at which most PDS

measurements are performed. The DEER calibration used a primary echo [169]

generated by p/2 � p pulses (p pulse of 32 ns) separated by 80 ns, with the pulses

applied at the low-field edge of the nitroxide spectrum, typical of a DEER pulse

setup at centimeter wavelength. The classic analysis of the SNR of a primary echo

has been given byMims [169], and the sensitivity in all PDS is directly related to that

of a primary echo. A similar DQC calibration was based on p/2 � p pulses with a

6 ns p pulse, and the same separation as in DEER, but pulses were applied in the

middle of the spectrum. For the two measurements, the ratio of the echo amplitudes

(DQC vs. DEER) was ca. 6.5 and the ratio of SNRs of the single-shot signals at the

condition of optimal signal acquisition (i.e., given by the integration of the spin echo

in the time window defined by the time points corresponding to 0.7 of the echo

amplitude) was ca. 3.0, i.e., S1 � 0.42 mM�1 (DEER) and S1 � 1.25 mM�1 (DQC).

Based on these numbers, the estimates of the dipolar signals for the two methods

(using the ACERT spectrometer) according to the analyses given in [35, 122] are

summarized as follows. For 4-pulse DEER with 16/32/32 ns pulses in the detection

sequence and a 32 ns pump pulse, S1 is 0.084 mM
�1, and for DQC based on a 3/6/3/

6/3/6 ns pulse sequence, S1 is 0.3 mM
�1, i.e., it is greater for DQC by a factor of 3.6.

It is possible to use a shorter pulse of 12–16 ns in DEER and to increase the signal
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by the factor of 1.5, but the resulting distortions and large increase of ESEEM

outweigh a small signal increase, generally discouraging this practice. Also the use

of 2 and 4 ns pulses in DQC enhances the DQC SNR by a factor of 1.6 (cf. Fig. 16

left). This ratio is supported by our experimental observations (cf. Figs. 10, 16

right). Using the sensitivity analysis of [35] we estimate the SNR of the raw data of

the full PDS experiment as

SNR ¼ 2S1x
2C�cKðf ; T1Þ

ftexp
N

� �1=2

exp � 2tmax

Tm
� 2kxCGdtmax

� �
(62)

Here, texp is the duration of the experimental data acquisition; f is the pulse

sequence repetition frequency; N is the number of data points in the record; C is the

doubly labeled protein concentration (in mM); �c is the ratio of the sample volume

(
15 mL) to that used in the calibration (i.e., 10 mL). The terms in the exponent are

consistent with those given in [35], namely the first accounts for the phase relaxa-

tion [but we use k ¼ 1 in Eq. (62)] and the second for instantaneous diffusion. Gd is

method-specific [35] and for the pulse sequences defined above it is ca. 0.14 in

DEER and ca. 0.52 in DQC. We also include the spin-labeling efficiency, x, which
modifies the fraction of both spins that need to be flipped in PDS, showing its strong

effect on the outcome of an experiment. Below we assume complete labeling for

convenience in the discussion (x ¼ 1). K(f,T1) ¼ 1 � exp(�1/fT1) gives the effect
of incomplete spin–lattice relaxation for a given relaxation time, T1 and repetition

rate, f (K is 0.72 for the optimal repetition rate, when fT1 ¼ 0.79 and is unity when

fT1 � 1). The maximum of the SNR as a function of f is broad, so selection of f is
not critical. Typically f is 0.5–2 kHz for Ku band. As an illustration of the capability
of PDS in various regimes, we give the following estimates based on our experience

at ACERT at 17.3 GHz.

4.2 Short Distances, Low Concentrations

In the case of short distances, sensitivity is rarely a concern, but it is the capacity of

the method to measure this distance, that matters. Assuming a short distance of 20 Å

(Td ¼ 154 ns), which is within the DEER capacity and setting tmax ¼ 0.48 ms � 3Td
in order to provide very good resolution of distance; Tm is taken as 1.0 ms, i.e., about
the shortest within its typical range; 8 ns steps in t yielding 60 data points are taken
as producing the signal record; a pulse repetition frequency f of 1 kHz should be

optimal for a spin-labeled protein at 70 K. One finds from Eq. (62) that just

texp ffi 4 min of signal averaging of the DQC signal provides an SNR of 10 for a

C of 1 mM. DEER will require nearly 1 h (50 min) for achieving this result. Note

that this concentration corresponds to just 10 picomoles of protein in a typical 10 mL
Ku-band sample. A high SNR of 100 for DQC could be attained in 6.5 h for the

same amount of protein.
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4.3 Long Distances

We assume tmax ¼ 4 ms, which is certainly a challenge using H2O buffer; a typical

Tm for partly buried label [113] of ca. 2 ms, and the steps in t are taken to be 16 ns.

Then an SNR of 10 will be reached in 8 h for a C of 3.7 mM for DQC (while for

DEER it would be 104 h). By using one period of Td we find Rmax ¼ 59 Å; for half

of the period, Rmax is 75 Å. Longer distances cannot be estimated reliably with this

SNR. An accurate analysis of the distance distribution requires a higher concentra-

tion of at least 18 mM in order to provide an SNR of at least 50 [69, 70], under

otherwise similar conditions. For tmax of 4 ms one should also account for nuclear

spin diffusion, which will make this case more difficult, requiring one to increase

concentration up to 10–50 mM in practice. Note that standard DQC provides some

degree of suppression of spin diffusion [1]. The improvements that can be achieved

by deuteration are discussed in the following references [116, 119].

4.4 Distances in the Optimal PDS Range

We consider 50 Å to be an upper limit for the “optimal” PDS distance range [122];

Td is then 2.4 ms, so a tmax of 2.4 ms suffices to provide the distance sufficiently

accurate for a structure constraint. However, let us assume the rather challenging

case of Tm ¼ 1.5 ms; steps in t are taken to be of 32 ns; f is 1 kHz, C is taken as

25 mM; but here we require a good SNR of 50. Such an SNR is achieved in 16 min

by DQC. DEER requires nearly 3.5 h for the same result, or else the concentration

must be increased (by a factor 2–4). Shorter distances of 20–45 Å are measured

faster, or else yield a better SNR or improves distance resolution. This is the case

for the ACERT 17 GHz spectrometer. Most published work based on a commercial

X-band DEER spectrometer use this range. As a rule tmax is around 2–2.5 ms
providing good enough resolution in this distance range. Typical data collection

time reported is on average 12–24 h per measurement. This may be adequate to

characterize a protein in about 2–3 months, unlike the situation at ACERT requiring

at least an order of magnitude less time.

4.5 Examples

We conducted Ku-band DEER sensitivity test experiments at ACERT on model

systems that include organic biradicals R-I and R-II [35] in perdeuterated

o-terphenyl glass and spin-labeled T4-Lysozyme, with the results shown in

Fig. 17 along with the data on the membrane protein a-Synuclein [116, 118].

These measurements are in good agreement with the estimates given above.
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Absolute spin sensitivity is closely related to the concentration sensitivity;

however, it does increase rapidly with an increase in the working frequency due

to the smaller volume of a resonator used at a higher frequency, for example, at Ku

band 25–250 picomoles of protein are routinely used in the optimal distance range.

The smaller amounts are better suited for DQC. These amounts can be reduced

by about an order of magnitude by using smaller resonators than we currently

employ, but by an even greater factor at a higher working frequency [46, 49].

We remind the reader that the previous estimates relate to our 17.3 GHz spec-

trometer. Lower estimates of sensitivity, in particular absolute sensitivity, would

apply to the typical pulse spectrometers that operate at 9 GHz

Fig. 17 Sensitivity test of ACERT Ku-band DEER performed on: (a, b) rigid biradicals (R-I and

R-II, [35]) in orthoterphenyl-d24 glass prepared in different concentrations and recorded using

several signal averaging periods. T2-relaxation decay can be neglected in this case. Pump pulse

was 16 ns, dwell time was 5 ns, pulse repetition rate was 500 Hz for (a) and 2 kHz for (b); (c) T4-

Lysozyme double-labeled mutant 8C/128C in D2O buffer (40 Å interspin distance). The refocused

echo decayed by a T2-mechanism to ~0.35 of its value taken at a short evolution time. (d)

Liposome and detergent data for wild-type a-Synuclein, labeled at different positions, are plotted

with their background fits using different horizontal scales (top scale: 42/61 mutant 36 Å distance;

bottom scale: 24/61 mutant 55 Å distance). The visible slope in the case of detergent (SDS-d25 in

D2O buffer) is due to a low content of glycerol, so water freezes out. Repetition rates were 1 kHz

for (c) and (d); pump pulse was 16 ns (in a–c) and 32 ns (in d), temperature was 60 K in all cases.

All signals are raw, normalized to unity at zero time and plotted shifted vertically for convenience.

Based on these sensitivity calibration data, concentration sensitivity can be estimated for other

systems, where relaxation times may be shorter and spin labeling efficiency is less. (Ref. [171] for

a and b; data from [116, 118] for d; c unpublished.)
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5 Newer Aspects

5.1 5-Pulse DEER

In order to increase the SNR, and to access longer distances, both DQC and DEER

pulse sequences were subsequently tested in the forms of double-quantum filtered

RPE (DQF-RPE) [58, 170] and variable time DEER [59], respectively. Both pulse

sequences increase SNR by using a variable time. DQF-RPE can be used to

measure longer distances due to partial suppression of nuclear spin diffusion by

means of multiple refocusing; variable-time DEER improves SNR just because of

the variable time. DQF-RPE has finite dead-time and is not immune to ESEEM,

which may interfere with the signal when caused by deuterium nuclei. The signals

from both pulse sequences are used in conjunction with a suitable recorded refer-

ence signal to account for signal decay caused by phase relaxation, however, the

referencing is not perfect, since in some cases relaxation does not necessarily factor

out and instantaneous diffusion is not the same in the reference signal. In both cases

referencing causes a residual background that should be removed in data processing

in the manner similar to how it is done in standard DQC or DEER (cf. Sect. 2.6).

It thus was very desirable to construct a constant-time pulse sequence (i.e., using

fixed positions of all detection pulses) in order to minimize the impact of relaxation

and nuclear ESEEM, to ensure zero dead-time, and to avoid other unwanted effects.

A 5-pulse DEER sequence that substantially satisfies these requirements was

described by Borbat, Georgieva, and Freed in context of a more general approach

[171]. This new pulse sequence is shown in Fig. 18.

The suppression of nuclear spin diffusion by this pulse sequence is essentially

based on the same principle that is used in DQF-RPE [58], i.e., by creating a

refocusing point in the middle of the detection pulse sequence between the first

p/2 pulse and the echo separated by the time interval 2tm, thus minimizing the time

interval available for “quadratic” relaxation to develop. The original version of

4-pulse DEER [107] satisfies this criterion; however, it is not optimal with respect

to evolving dipolar modulation, which is recorded over one quarter of the time

interval between the first pulse and detected echo, i.e., by using only half of the time

interval 2tm to evolve dipolar coupling; the rest was wasted. For this reason, this

pulse sequence was modified into its current asymmetrical form [59].

In 5-pulse DEER (DEER-5) this task is accomplished by applying an additional

pump pulse, which reverses the effect of one of the refocusing pulses, thereby

shifting the time-reversal (refocusing) point of the dipolar evolution from the

middle of the second interval to the position of the second (for 50) or the third

(for 5) of the detection pulses. However, there is a small problem. This pulse

sequence (cf. Appendix) does develop the desired new dipolar pathway, but the

original one survives as well, although it is substantially attenuated. Since the same

coherence pathway is involved, phase cycling cannot separate them, because it

holds for all dipolar signals in a multi-pulse sequence based on selective pulses

(cf. Sec. 2.3.6). One immediate solution is to reference this pulse sequence by using
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the 4-pulse sequence which generates the signal that should be removed. The

subtraction (Fig. 19) is performed as detailed in [171]. Of course, the amplitude

of the unwanted signal should be minimized in order to keep the residuals of the

unwanted signal pathway at a very low level (Fig. 19) permitting one to use only a

small percentage of experimental time to record the reference. This is achieved by

making the pulse 5 (or 50) less selective than the standard pump pulse 3. However,

complete suppression has not yet been achieved using this approach and future

efforts should be directed toward engineering selective pulses with a more uniform

spectral excitation profile.

It should be noted that the subtraction cannot be made perfect because of

orientational effects, nonlinear effects caused by intermolecular dipolar coupling,

and by nonuniform B1 over the sample. However, baseline removal in DEER or

DQC signals is also never perfect, and orientational correlation effects inevitably

result in reconstruction artifacts, which are greater at high concentrations. For not

too high concentrations, and in the absence of strong orientational effects, subtrac-

tion leaves behind a low level of distortion [171], which does not exceed the typical

level of unwanted signals, distortions, and artifacts present in other known pulse

sequences. It would be desirable to improve the suppression by another factor of 3.

Fig. 18 A 5-pulse DEER pulse sequence uses 3 pulses for signal detection applied at oa and the

signal is recorded as in the standard 4-pulse DEER by varying the timing of the pump pulse 3,

applied at ob. Time interval t2 is set to 2t1 to minimize the phase relaxation caused by the nuclear

spin diffusion from the surrounding proton bath by refocusing the primary echo exactly in the

middle of the interval made by the first p/2 pulse and the refocused primary echo. In order to utilize

all the time from the first pulse to the spin echo for dipolar evolution, an additional pump pulse is

applied, with its position fixed. Two essentially equivalent positions (5 or 50) of the additional

p-pulse are possible, that is position 5 following pulse 4 or 50 before the pulse 2, as shown in the

figure. As result, a minor dipolar pathway, which could be formed due to excitation overlap in the

4-pulse sequence (cf. Appendix), becomes the major pathway, while the standard 4-pulse DEER

dipolar signal becomes attenuated. On the right, these two dipolar signals are shown: the standard (in
blue) which is symmetrical about the center of the interval (0, t2) is recorded in the absence of the

additional pulse; a new signal (in red) appears, starting from time t ¼ t2, in the presence of the fifth
pulse at position 5. Using position 50 instead of 5 will reverse the time changing the signal to cos(odt)
(cf. Table 1 in Appendix). Shifting pulse 5 (or 50) as shown by a small amount, dT ~ 100 ns, results

in zero dead-time. The time interval dT is much smaller than t1 and does not affect the performance.

Both cases were tested, the results are shown for preferred position 5, after pulse 4, since for position

50 a small excursion due to an unwanted primary echo from pulses 50 and 2 may be visible on the

signal
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Such improvements could include the following. The size of the sample can be

adjusted to achieve more uniform B1 and better resonators can be employed [56].

Although composite pulses [152] have not yet found routine use in pulse ESR,

this could be reconsidered (cf. Sect. 3.1.3), based on current progress with high-

speed signal generation in bandwidths wider than 100 MHz, which seems adequate

for fine-tuning spectral excitation in 5-pulse DEER, cf. [171].

Intermolecular contributions to the signal do not factor out perfectly, e.g., by

dividing the two signals, as they are different in the 4- and 5-pulse DEER sequences

[171]. Therefore, high concentrations should be avoided in order to stay practically

in the linear regime so that the exponent of the intermolecular contribution should be

small, which holds well for spin concentrations less than 100 mM. This however is

true for any PDS technique. Strong intermolecular effects are highly undesirable.

The removal of such an unwanted signal is more accurate when the intermolecular

contribution is in the linear regime (i.e., exponent is�1). Finally, in Fig. 20 we show

the improvement in the distance range by comparing echo amplitudes, recorded as a

function of pulse separation in the standard 4-pulse and 5-pulse DEER sequences.

We found the evolution time was expanded by a factor of ~1.94 in this case, whereas

only a factor of 21/2 ¼ 1.41 was expected [58]. The maximum time, tmax, was taken

Fig. 19 The raw signal in 5-pulse DEER (A, top curve) contains the desired signal, (B, middle
curve) and the unwanted contribution of the type shown in Fig. 18b top, which is visible as a small

hump in the middle. The unwanted signal is partially suppressed by using a stronger fifth pumping

pulse in Fig. 18. The residual contribution is removed by subtracting out a 4-pulse DEER reference

signal of the type shown in Fig. 18b, recorded in the absence of this pulse [171]. This does not

noticeably increase the duration of the experiment, nor does it degrade the SNR. This is because

this signal is scaled down by a factor 3–6 in making the subtraction. C (bottom curve) is B after

removing homogeneous background. Inset shows the distance distribution produced from C by

Tikhonov regularization [69, 70]. The data were recorded at 17.3 GHz and 60 K on ~80 mM long

biradical [59]. The detection pulse sequence used 32 ns p-pulses and was applied at the high-

frequency edge (low field) of the 14N spectrum. Pump pulses (12 ns, pulse 50 and 29 ns, pulse 3)

were applied at 70 MHz lower frequency corresponding to the central peak of the spectrum.

(Unpublished data. The biradical is courtesy of Gunnar Jeschke.)

Pulse Dipolar Electron Spin Resonance: Distance Measurements

59



at the signal level that corresponds to a SNR ~ 10 (in background-subtracted dipolar

signal) after ~3 h of data averaging both for the standard 4-pulse DEER and DEER-5.

5.2 More on Sensitivity: Method Comparison

So far, the two distance measurement techniques of DEER and DQC detailed above

have proven to be very successful. DEER in its 4-pulse form has received wide

acceptance due to the availability of commercial spectrometers operating at X-band

and permitting easier implementation with a single high-power mw amplifier.

However, a Q-band extension has also become commercially available, and it

provides significant sensitivity increase [146, 172] compared to the commercial

X-band spectrometer.

DQC, for its optimal performance, requires more powerful mw amplifiers than

those typically employed in X-band because at this frequency range optimal sample

size for maximizing concentration sensitivity could be impractically large, that is

~1–2 ml. At a higher working frequency in Ku- or Ka-band a 1–2 kW amplifier is

adequate and the optimal sample sizes can be small (10–80 mL). We employ at Ku-

band a 4 kW amplifier for DQC. Ultra-fast MESFET (metal semiconductor field

effect transistor) switches allow us to generate pulses as short as 0.8 ns and to

achieve B1s of at least 45 G in a dielectric resonator. This corresponds to 4 ns

p-pulses, producing strong signals.

Fig. 20 A comparison of 4- and 5-pulse DEER amplitudes as a function of separation between the

two p-pulses of the detection sequence. The 5-pulse DEER signal decays much slower, leading to

nearly a factor of 2 increase of the time period, tm, available for recording a dipolar signal. The data
were recorded on ~80 mM of biradical R50 (cf. Fig. 19) at 17.3 GHz and 60 K using the 5-pulse

sequence of Fig. 18 and the standard 4-pulse DEER sequence. Since the signal at the sensitivity

threshold is only ~0.003 of its value for tm < 1 ms, the presence of slowly relaxing free spin label

may offset the measurements, taken at large values of tm [27]. Therefore, the control DEER

experiment was conducted to test the DEER modulation depth, which was found to be the same as

for short tm values where such a contribution is negligible
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In Fig. 21 we show a comparison of all three methods using the ACERT Ku band

spectrometer, where we already have very high spin sensitivity illustrated for

4-pulse DEER in Fig. 17. At tm ¼ 3 ms, nuclear spin diffusion begins to be important

and it dominates the phase relaxation for larger tm. As one can see, S/N in 5-pulse

DEER is already almost on a par with DQC and well above 4-pulse DEER. We

cannot detect a useful signal beyond ~5 ms with standard DEER and, for slightly

longer tm, by DQC. (DQC-RPE was not conducted, as it is better suited for longer

distances, due to its dead-time) [58]. With the DQCmethod of PDS, we can achieve

a wider distance range and better sensitivity than with 4-pulse DEER for many

biological systems. Usually an order-of-magnitude improvement in data averaging

time was achieved. However, measurement of long-distances still has limits

imposed by the phase relaxation. When it is possible to select solvent-exposed

labeling sites, nuclear spin diffusion becomes the dominant mechanism. This can

be partly offset by using deuterated solvents, and in some cases (Fig. 7) distances as

long as 80 Å
´
can be measured. 5-pulse DEER, that we described above, helps to

extend this distance range and/or improve the quality of distance data by suppressing

effects of nuclear spin diffusion. It allows a significant extension of the distance

range without using deuteration. However, with solvent deuteration we often find

substantial improvement [171]. Consequently, a time-consuming and often unfeasi-

ble measurement of a 80 Å
´
distance becomes a routine 1-h experiment.

Fig. 21 (A) Raw data from 4-pulse DEER (middle), 6-pulse DQC (bottom), and 5-pulse DEER

(top), taken on the same sample with the same receiver settings. The measurements were

conducted on a 10 mL sample of 40 mM T4L MTSSL-labeled 8/44 cysteine mutant (31 Å avg.

distance). The sample was prepared in H2O buffer containing ~30% (w/v) glycerol. Data were

collected at 60 K using Ku-band (17.3 GHz). Both DEER sequences used a 29 ns main pump pulse,

and the additional pump pulse in the 5-pulse sequence was 12 ns. DQC used 2 ns p/2 and 4 ns p
pulses, corresponding to a B1 of ~45 G. Signal averaging times were 40 min (4-pulse DEER),

50 min (DQC), and 10 min (5-pulse DEER). The DQC signal is about a factor of 7 greater than the

dipolar signal (i.e., the modulated part) in 4-pulse DEER. The ratio of SNRs of DQC to 4-pulse

DEER is a factor of ~4.0 due to a wider signal bandwidth used to record the DQC signal.

Unprocessed DEER-5 contains an unwanted signal pathway (cf. previous section), (B) The same

data are shown after removing baselines and unwanted signal in DEER-5. All data were

normalized to unity at zero time and distributed vertically for clarity
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DQC provides the best value in the low concentration range, for not very long

distances (~50 Å) as a result of higher sensitivity, and the most accurate dipolar

signals. For very long distances (�60 Å) DEER-5 seems to surpass DQC (at

present) but DQC should again provide the higher sensitivity by deuteration of

the entire system including the biomolecules. In some cases, deuterated solvent will

suffice. For example, for oligonucleotides with highly solvent-exposed spin-labels

(cf. Fig. 7b), nuclear spin diffusion is not a dominant relaxation mechanism on the

15–20 ms time-scale used. This is not the case for spin labeled proteins tested in

D2O (T4L and a-Synuclein), where nuclear spin diffusion dominates after ~6 ms.
As is true for DQC, using 5-pulse DEER requires optimizing the spectrometer

and resonators in order to maximize the suppression of the unwanted signal, but it is

achieved with a smaller, and therefore less expensive and more reliable, high-power

mw amplifier, since it uses pulses typical for standard implementation of DEER.

Clearly, this pulse sequence adds capability to the two already proven techniques.

5.3 2D-DQC: Orientations

When a sample containing bilabeled proteins is subjected to sufficiently strong

microwave pulses, the nitroxide ESR spectrum is almost uniformly excited, so that

any dependence of the signal on spectral position (frequency) including orienta-

tional effects is largely suppressed. That is, the echo amplitude results from (nearly)

all the spins (except for the effect of pseudosecular dipolar terms, important for short

distances). Also, as we discussed in Sect. 2.3.5, in high B1-fields (geB1 � od), the

effect of the dipolar coupling during the action of the pulses becomes very weak.

Therefore, for not very short distances and in sufficiently strong B1s, the

information on orientations of the magnetic tensors of the spin-label moieties (cf.

Fig. 22) is virtually excluded from the time-domain dipolar evolution of the echo

amplitude, taken at its maximum. Nevertheless, as we showed [35, 93], it is still

retained in the spin-echo signal and can be retrieved by recording the 2D time-

domain data as a function of the spin-echo time (techo) in addition to the dipolar

evolution time (tdip � tx) and then converting this data into a 2D-FT spectrum.

Then by making a “shearing” transformation [128] one achieves two orthogonal

dimensions: the nitroxide spectral dimension and the dipolar dimension (i.e., the x
and y axes in the “2D” plot). Rigorous computations of 1D and 2D signals have

been carried out [93].

In the 2D-DQC experiment the pulse sequence of Fig. 4 is used and pulses are

stepped out in the same manner as in 1D-DQC. However, the following is noted.

The echo shape is recorded in a window tw ~ 80–160 ns, centered at a time 2tm +

2tDQ after the first pulse, i.e., at t6 (¼tm) after the sixth pulse. Note that the width of
the echo sampling window limits the minimal values of t6 and tp by about tw/2 and

their maximum values to (tm � tw)/2. As in the 1D format the dipolar evolution is

recorded as a symmetric signal with respect to tdip � tx but over the whole range

of�tm. In practice tp starts with a larger tp0, than in the 1D implementation, selected
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such that the last pulse (including the dead-time after the pulse) and the echo

window do not overlap.

Therefore, the signal in the 2D DQC experiment is recorded over � (tm � tp0)
with tp0 always slightly greater than tw/2. Figure 23 shows an example of a 2D DQC

time-domain signal. Note the tilt of spin-echo which is due to the fact that a shift by

Dt in the spin echo time techo corresponds to a shift by Dt/2 in the position of the

dipolar coupling refocusing point. This coupling between techo and tdip is removed at

the signal processing stage by the shearing transformation conducted for conve-

nience in the frequency domain as fecho ! fecho + fdip (Dtecho/2Dtdip). This is easier
to accomplish on the smoother 2D frequency spectrum with better S/N compared to

the oscillatory signal in the time-domain. Also, the 2D signal background is first

removed from the time-domain signal by fitting it to a surface, which is

extrapolated to small tdip, in a manner similar to 1D DQC before the Fourier

Transform.

Figure 24 illustrates the main concept of 2D-FT-DQC. Results for uncorrelated

(a) and correlated (b) 14N nitroxide pairs with 2 MHz dipolar coupling

(corresponding to ca. 30 Å) are shown in the upper row with a fixed rigid arrange-

ment with l1,2 ¼ (0	, 90	, 0	), (0	, 90	, 0	) (cf. Fig. 22 caption) shown in (b). The

B1 was made infinite by usingHp / Sx and the pseudosecular term in Hdd was set to

zero. The 2D FT spectrum may be summed over the range of ESR frequencies to

produce a 1D dipolar spectrum (Pake doublet shown) on the right side of the 2D

plot. When summed over the range of dipolar frequencies one produces a 1D ESR

spectrum at the top of each 2D plot. Note that there is virtually no difference in the

1D dipolar spectra from uncorrelated and correlated cases, as one would expect for

the strong pulses, which uniformly excite all orientations. However, this informa-

tion, hidden in 1D, is developed in the 2D representation, wherein the uncorrelated

Fig. 22 The set of Euler

angles lk ¼ (ak, bk, gk),
(k ¼ 1, 2), which define the

orientations of the hf and

g-tensor tensor principal axes
for nitroxides 1 and 2 in the

dipolar (molecular) frame of

reference. In this frame the

z-axis is chosen to coincide

with the vector r, connecting

the magnetic dipoles of the

nitroxides. The orientation of

the dipolar frame in the

laboratory frame (with z-axis
parallel to the external

magnetic fieldB0) is defined by

the Euler anglesh ¼ (0, y, ’).
Adapted from [93]
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case shows no variation of the dipolar spectrum along the ESR dimension, whereas

in the correlated case there is clearly a distinct pattern of such variations.

Figure 24c–d shows the correlated and the uncorrelated case for l1,2 ¼ (0	, 0	,
0	), (0	, 90	, 0	) and nd ¼ 25 MHz. The simulation corresponds to a realistic case

of a large but finite B1 of 60 G, which could be produced with our spectrometers if

we use a somewhat smaller volume resonator. We observe only small features

caused by the pseudosecular terms dipolar coupling. They become more pro-

nounced in the case of stronger correlation effects, for example for b angles both

either 0	 or 90	. A small distribution in distances washes them out in 1D, leading to

Fig. 23 Time-domain 2D DQC signal is shown as a 3D stack plot (a) and contour plot (b). The

simulation was carried out rigorously for B0 ¼ 6,200 G, B1 ¼ 60 G, nd ¼ 25 MHz and uncorre-

lated 14N nitroxides. The tilt of the spin-echo-refocusing line is clearly visible. The reason is due to

the fact that the spin-echo envelope is recorded over the time period where only one point

corresponds to the dipolar interaction refocusing. A shift by Dt in the spin echo time corresponds

to a shift by Dt/2 in the position of the dipolar coupling refocusing point. (Adapted from [93].)
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a broadened dipolar spectrum, which gives no clue that there are in fact strong

correlations between nitroxide orientations. In the 2D map however this informa-

tion is clearly seen [93].

Finally, we show an experimental example of 2D DQC conducted on 15 mM
solution of rigid biradical [35] in o-terphenyl-d24 glass. Since B1 of 45 G is

insufficient to provide uniform spectral coverage of the whole nitroxide spectrum,

two data collections were made using mw pulse sequences applied at the low-field

and high-field part of the spectrum.

Fig. 24 2D DQC magnitude filled contour plots obtained by 2D FT with respect to tdip and techo.
The magnitude 2D signal is summed along both dimensions and is shown as the 1D ESR

absorption spectrum (at the top) or Pake doublet (on the rhs). Top row – uncorrelated (a) and

correlated (b) case. B0 ¼ 6,200 G, nd ¼ 2 MHz (r ¼ 29.6 Å). B1 was set to infinity (i.e., perfect

delta-function pulses), pseudosecular terms were neglected. In (b) angles beta were (90	, 90	)
corresponding to strong correlations. The other Euler angles were set to zero. Note the similarity of

the 1D dipolar spectra obtained by integration along the ESR frequency. They all are classic Pake

doublets. But in the 2D representation the differences are striking. For the uncorrelated cases the

dipolar spectrum is uniform for different slices along the ESR frequency axis, whereas for the

correlated case they show a distinct “fingerprint” of this type of correlation. Since pseudosecular

terms are neglected, the results are applicable to long distances, such as the present case. Bottom
row – Examples of 2D FT magnitude contour plots for another case of orientational correlation:

angles beta in (c) are (0	, 90	). The other four Euler angles were set to zero. Case (d) is the

uncorrelated case. Plots (c) and (d) are very similar in their 1D projection, but still distinct in 2D

plots. In both cases B0 ¼ 6,200 G, B1 ¼ 60 G, nd ¼ 25 MHz (12.7 Å). (Adapted by combining

two figures from [93].)
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For this linear biradical one expects nitroxide moieties to be oriented with their

beta angles, b1(2) about 90	, the remaining angles are less important. Molecular

modeling [35] yielded r12 ¼ 28.9 Å for the distance measured between the points

located at 0.75 of NO bond length to the nitrogens; and for the Euler angles the

following values were obtained l1 ¼ (0	, 75	, 0	), l2 ¼ (90	, 111	, 0	). In Fig. 25
we compare correlation maps for experimental and calculated data. The maps are

built as normalized contour plots. It is clear that the plots are similar, i.e., nitroxides’

orientations are of the expected type, but there are some differences that could be

addressed after developing a faster computational procedure than is currently

available.

In summary, we note that acquiring orientational information necessitates

recording several DEER traces [132] whereas 2D DQC can do it in a single pass,

if mw pulses can excite the whole spectrum. The advantage of DEER is that it can

Fig. 25 Experimental (a) and calculated (b) correlation maps from 17.25 GHz 2D DQC data. 2D

correlation map (a) is a composite plot made of two correlation plots obtained from 2D data

acquired for mw pulses applied at �10 and 20 G field offsets from the center of the 14N nitroxide

ESR spectrum. The respective low- and high-field side of these two spectra was used to make a

composite plot according to the following procedure. The time-domain signals were first 2D

Fourier transformed in the manner used in Fig. 24. Then each resulting contour plot was

normalized by dividing it by the 2D spectrum constructed as a product of two 1D spectra, taken

as sums along spectral and dipolar frequencies, respectively, as shown in Fig. 24. The low-field

and high-field parts of these contour plots were then combined into a single 2D plot (a), with the

cut-out line set at the field offset of 15 G. The plot in (b) was computed using for adequate spectral

coverage B1 of 80 G, r12 ¼ 28.9 Å, and the set of Euler angles l1 ¼ (0	, 75	, 0	), l2 ¼ (90	, 111	,
0	) from molecular modeling [35]. The following experimental conditions were used: Sample

temperature was 60 K; p/2 and p pulse widths were 2 and 4 ns, corresponding to B1 of 45 G. Pulse

repetition frequency was 2 kHz; 2D data sets corresponded to�4 ms in tdip and�100 ns in techo for
total of 500 � 200 data points. Data collection time was 9.5 h for the�10 G offset and 19 h for the

20 G offset for very high SNR, although satisfactory data were obtained already in 2 and 4 h,

respectively. A 64-step phase cycle [35, 63] was used to get a clean DQC signal. There was no

need to suppress ESEEM and a small baseline could simply be ignored for the 15 mM concentra-

tion used. (This lab, unpublished.)
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be applied to infer orientational information from very broad orientationally well-

resolved spectra.

5.4 Multifrequency

High absolute spin sensitivity and potentially improved concentration sensitivity at

a higher frequency strongly motivated the development of PDS ESR measurement

technology in the mm-wave frequency range. In an important development at St

Andrews University, a 1 kW mm-wave amplifier was employed at W-band,

providing 12 ns p-pulses in a circular waveguide-based nonresonant induction

probe that has a relatively high conversion factor (~0.6 G/W1/2) [46], (even shorter

p-pulse widths of ~10 ns were achieved at 95 GHz [47] at ACERT with the

Fabry–Perot resonator setup developed for aqueous samples). It admits samples

as large as at X-band, whereas the high conversion factor and frequency scaling of

spin sensitivity as o2 (for constant sample volume [147]) have resulted in very high

sensitivity comparable to that of our ACERT Ku-band spectrometer [46, 171].

Orientational selectivity is another common argument in favor of the mm-wave

range [21]. In the case of rigidly attached spin-labels, determining their orientation

provides valuable structural information. The sensitivity to orientations increases at

high fields, where the ESR spectrum of nitroxides is dominated by g-tensor
anisotropy. In order to infer orientations, the DEER signal is recorded using several

field positions of the pump and detection pulses [21, 173, 174]. A modification to

the signal acquisition scheme was shown [173] that allowed simultaneous recording

at several field points, thereby helping to shorten the duration of the experiment.

Given sufficiently broad spectral excitation, 2D-DQC may provide significant

improvement in this area, by recording the whole correlation map in a single pass

or maybe by using just 2 or 3 field points (cf. Sect. 5.3). High power amplifiers

available at W-band [46, 47] and resonators designed to maximize B1 could make

such a plan realistic. However, DQC is not yet an option for these spectrometers,

but it seems it is just a matter of time. In Fig. 26 we show a simulated 2D DQC

correlation spectrum at Ku- and W-band for 14N nitroxides. The correlation map is

richer in detail at W-band. The results for Ka band (35 GHz) look similar to Ku

band but are not shown. The uncorrelated case for W-band (not shown) has a similar

appearance to the Ku and Ka bands shown in Fig. 24a, d, indicating only the

presence of spectral features aligned parallel to the necho spectral axis. In all

cases, the high-field (low frequency) side of the 2D spectrum is more sensitive to

orientations, as expected. Therefore, even with limited B1 it could be possible to test

orientations in this spectral region. At W-band the gy part of the spectrum is also

sensitive and exhibits the effects of pseudosecular terms, which in general are

weaker at this frequency due to its wider spectral extent.

It thus seems to be useful to conduct PDS experiments in lower fields, where

orientational correlation effects are weaker and more accurate distance reconstruc-

tion can be made. This distance information could be combined with orientation-

dependent data from the high-field experiment to be used in structure modeling.
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While orientations can be difficult to infer for MTSSL, due to its very substantial

side-chain flexibility usually exhibiting multiple rotamers, sometimes spin-labels

can become occluded as is the case for MsbA when in the ADP-Vi trapped state the

spin-label is buried inside the closed transporter [175]. Recent development of

conformationally restricted nitroxide labels [133, 134] may be useful in this regard

even for conventional working frequencies. Thus, nitroxides may ultimately fit well

into such a multifrequency study. Of course, there are systems that are already

orientationally well resolved in the centimeter frequency range but become too

broad in W-band and higher, but they may benefit from the slightly higher

frequency of Ku or Ka band. For example, DEER was successfully applied at

X-band to determine orientational information in a Cu2+–Cu2+ biradical and also

to a protein–protein complex with NO• and a [2Fe–2S] cluster [87]. In contrast, the

Gd3+ –1/2 $ 1/2 transition becomes very narrow in Ka band and above and carries

no significant orientational dependence. These (and some other) properties allow

one to use pairs of Gd3+ spin labels for distance measurements, free from orienta-

tional effects and with spin sensitivity comparable to that generally achieved with

nitroxide labels, or else they can be used in combination with nitroxides to even

higher sensitivity [121]. Nitroxide labels, however, have the relative advantage of

being smaller and least perturbing. They are also easy to attach and use with a

Fig. 26 Frequency dependence of 2D-DQC orientation correlation map. (a) 2D spectrum calcu-

lated for Ku band and (b) for W-band are shown as stack plots. (c, d) Filled contour plots

representation of the above stack plots. The following simulation parameters were used:

B1 ¼ 60 G, nd ¼ 25 MHz; magnetic tensor frame orientations, l1 ¼ (a1, b1, g1), l2 ¼ (a2, b2,
g2) were taken as (0	, 0	, 0	) and (90	, 0	, 0	)
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variety of systems and sample types. Another issue with Gd3+ labels is that they

currently require more expensive operation at 5–10 K and the modulation depth is

typically small (ca. 0.01–0.05), thus considerably elevating technical requirements

of the pulse spectrometer, which for example become very relaxed for DQC applied

to nitroxides or Cu2+. A benefit of Gd3+ labels is that their positions are better

defined, potentially providing more useful constraints for structure modeling. It is

believed [178] that ultimately a higher sensitivity may be achieved than is currently

possible with nitroxides using typical X-band DEER spectrometers; naturally one

could expect that 5-pulse DEER could benefit distance measurements based on

Gadolinium labels, if the challenges with small modulation depth could be over-

come. Thus, ongoing development of spectrometers operating at different

frequencies, methods, spin-labels, and other aspects continues to make PDS an

increasingly more powerful technique for studying biomolecular structure and

function.

6 Summary and Perspectives

We have shown that there are currently two pulse ESR methods that are most

beneficial for biological pulse dipolar spectroscopy. They are DQC and DEER

(PELDOR). In dilute systems DQC is considerably more sensitive in most cases,

shortening the time of the experiment by at least an order of magnitude. DQC is

uniquely applicable to relatively narrow spectra such as nitroxides, which promise

the greatest sensitivity improvement, but we also find it (at Ku-band) more sensitive

for wide spectra such as for the Cu2+–Cu2+ system (unpublished, ACERT), since

the concentration sensitivity for this case scales as (B1)
a with a ranging from 1 to

1.5 (cf. Sect. 4.1) [101]. Its double quantum coherence filter suppresses background

signals. It has a broader distance range and is substantially free from orientational

selection effects in its 1D mode, but reveals them in its 2D mode. DEER on the

other hand is very useful for a wide range of systems and uniquely suitable for

nonoverlapping spectra. For pairs of spins, it provides very good separation from

relaxation effects and is less sensitive to ESEEM. It can be applied to more

concentrated spin systems than DQC, thereby extending the concentration range.

Also, since it is based on selective pulses and automatically references to the signal

at zero time, it helps to study the presence of small spin clusters and in some cases

provides an estimate for aggregation numbers.

These two methods actually are quite complex with respect to the underlying spin

dynamics; but fortuitously they happen to exhibit minimal artifacts throughout the

wide region of dipolar couplings for distances of about 15 Å and greater, so that the

ideal kernel (cf. Sect. 2.6) can be used in many cases to reconstruct the distance

distributions.

In DEER, unless the pulses are sufficiently selective and the dipolar coupling is

small, a more complicated spin dynamics is observed than with the DQC technique.

In the latter, pseudosecular terms in dipolar coupling do play a role, but are easy to

account for. As we have shown, DQC is typically in the regime of weak coupling,
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where its spin dynamics is quite simple. On the other hand in the case of strong

correlation effects, a special 2D mode of DQC is a potent technique to yield a

correlation map in a single experiment. Furthermore, at low concentrations, where

DQC excels, the background is greatly suppressed, aiding its removal, and it can

often be ignored altogether in 2D DQC.

Suffice it to say that in all cases, cultivating both DQC and DEER and selecting

the most appropriate PDS pulse sequence for the system studied are good strategies.

We conclude that quite remarkable progress has been achieved in pulsed dipolar

ESR spectroscopy. This includes continuing progress with instrumentation, pulse

sequences, spin-labels, data processing with structure modeling, and system prepa-

ration protocols. We see that the number of potential biological applications is

growing, and it may be only “the tip of the iceberg.”

For more rapidly relaxing spin-labels, such as nitroxides in hydrophobic

environments of proteins and in lipid membranes, further spectrometer sensitivity

improvement would be highly desirable, especially for proteins from higher

organisms, which are difficult or impossible to deuterate. More water-exposed

labels would benefit most from solvent deuteration and using new methods such

as 5-pulse DEER.

At Ku-band (at ACERT) and higher working frequencies the sensitivity is

currently at the low micromolar level of concentration for proteins and nucleotides.

This was achieved without compromising the distance range and resolution.

Distances can be measured at least to 90 Å, which helps to characterize large

objects such as protein complexes and RNA. We anticipate that progress in method

development and sensitivity improvement will continue.
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Appendix

Signals in 3,4,5-Pulse DEER Sequences

Here, we derive the expression given by Eq. (40) for PELDOR/DEER (cf. Fig. 5a),

using the spin Hamiltonian given by Eqs. (13) and (14) (which neglects

pseudosecular terms), in the absence of pulses. We express H0 in the frame of

reference doubly rotating with frequencies o1 and o2 of mw pulses applied,

respectively, to spins A and B, having their Larmor frequencies at Oa and Ob (cf.

Slichter, p. 279, and assumptions therein [95]). Note that Eqs. (13) and (14) use

spins 1 and 2, but for DEER pulse sequences we number spins by the subscripts a
and b. In this frame of reference H0 becomes

H0 ¼ oaSaz þ obSbz þ aSazSbz (63)
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In Eq. (63) a is as in Eq. (14), oa and ob are the Larmor frequency offsets from

o1 and o2 respectively. We further assume the following set of inequalities a �
geB1a(b) � |o1 � o2|. The first inequality allows us to neglect the dipolar coupling

during the pulse, the second ensures that there may be only a small overlap of pulse

excitations at the two frequencies, but we will retain related terms that may be

produced in the course of calculations of the signal. (The first inequality, as related

to A-spins, makes it easier for one to consider pseudosecular terms in conducting a

more detailed analysis). Note that for a pair of spins, depending on angle y, one of
or both spins may contribute to the echo. We can assume that the first spin is always

an A spin, but the second spin can be either A or B spin. To simplify this matter, we

use when needed the subscripts numbering spins as 1 or 2.

The amplitude V(t) of the echo signal that we are interested in computing is

given by the trace, Tr(Sa+r(t))/Tr(Sa+Sa�), where r(t) is the density matrix

measured at time t after the first pulse in the sequence. Therefore in the end we

retain in r only the terms in Sa�. We will follow the evolution of single-quantum in-

phase coherences of spin 1, S1a� created by the first p/2 pulse. They evolve due to

the dipolar coupling aS1zS2z into anti-phase coherences S1a�S2z and vice versa; the

process thus interconverts these coherences leading to their modulation by the

dipolar frequency a/2 as described in Sect. 2.3.1. These coherences under the action
of pulses and free evolution periods will turn out as detectable Sa� carrying this

dipolar modulation.

The pulse sequences for 3-pulse PELDOR and 4-pulse DEER can be expressed

in arrow representation respectively as:

P1aðp=2Þ�����!H0ðt1�tÞ
P2bðpÞ���!H0ðtÞ P3aðpÞ�����!H0ðt1þteÞ echo

P1aðp=2Þ���!H0ðt1Þ P2aðpÞ���!H0ðtÞ P3bðpÞ�����!H0ðt2�tÞ
P4aðpÞ�������!H0ðt2�t1þteÞ echo;

(64)

where H0(t) denotes free evolution for the duration of t due to H0 and Pka(b) is the

pulse propagator for kth pulse applied nominally at the frequency oa or ob. The

primary echo produced by pulses 1 and 3 in 3-pulse PELDOR corresponds to a

coherence pathway, p ¼ (+1, �1). In 4-pulse DEER based on the refocused echo

created by pulses 1, 2, and 4 coherences pass through a p ¼ (�1, +1,�1) pathway.

We describe the action of p-pulses by introducing probability pka or pkb for the spin
at oa or ob, respectively, to be flipped by the kth pulse. (We may drop the subscript

a (or b), when unimportant.) The probability not to be flipped, qkc, is then 1 � pkc
(where c is a or b). We denote the amount of S1a� produced by the first p/2 pulse as
h1a. Note that q, p, and h correspond to standard amplitude factors for the action of

selective pulses, for example, as defined in the literature [35]. For a spin at a

resonant frequency offset o from the frequency of the RF pulse, the probabilities

p and q to be flipped or not flipped by the pulse with nominal flip angle b is given by

p ¼ sin2ðbu=2Þ=u2; q ¼ 1� p (65)

Here, u2 ¼ 1þ o2=o2
mw and omw ¼ geB1.
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To manage free evolution, we introduce operators Hz � oaS1z and O12 �
aS1zS2z. Then the free evolution propagator is exp[�i(Hz + O12)]. Note that Hz

and O12 commute and we can consider them separately and write for the free

evolution of shift operators S1a� due to Hz or O12 the following:

S1a����!Hzt
S1a� e�ioat

S1a����!O12t S1a�ðcosðat=2Þ � 2iS2zsinðat=2ÞÞ � S1a�D�t

(66)

We numbered the spins in Eq. (66). Note that Szmay correspond to spin 2 atoa or

ob, since pseudosecular terms are neglected and the evolution due to weak dipolar

coupling is then given by Eq. (15). Since first-order coherences of A-spins pass

through the prescribed pathway and all pulses applied during the evolution are

nominally p-pulses, we need to consider only the following actions of the pulses:

S1a����!Pkb qkbS1a�; S1a����!Pka pkaS1a�

S2z���!Pkc ðqkc � pkcÞS2z
(67)

Here, Pk represents the action of pulse k and subscript a or b is added to indicate
at what frequency the pulse is applied. Other spin manipulations lead to pathways

that do not contribute to the echo of interest. In the following, we drop the

subscripts numbering spins. Since pulse excitations at the two frequencies have

only small overlap, Eq. (67) is good approximation. We will disregard unessential

phase shifts [98] introduced into Sa� by the pulses applied atob. From Eqs. (66) and

(67) we find that Dt has the following properties:

Dt���!Hkc qkcDt þ pkcD
�
t ; D�

t ¼ D�t; Dt1þt2 ¼ Dt1Dt2 (68)

We first compute the final density operator rf for 3-pulse PELDOR by tracking

the coherence pathway that lead to Sa�. We thus start from Sa+ produced by the first
p/2 pulse. Equations 67 and 68 reduce our task to merely writing all ensuing

“dipolar trajectories”. By repeatedly applying Eqs. (67) and (68) to Sa+, the

following sequence of transformations defines the detectable density matrix ele-

ment in PELDOR:

r0 ¼ Saz ���!P1a h1aSaþ ���!H0ðtÞ h1aSaþDt e
�ioat

���!P2b h1aq2aSaþðq2Dt þ p2D�tÞ e�ioat�����!H0ðt�tÞ
h1aq2aSaþðq2Dt þ p2Dt�2tÞ e�ioat

���!P3a Sa�h1aq2ap3aðq2q3Dt þ q2p3D�t þ p2q3Dt�2t þ p2p3D2t�tÞ e�ioat

�������!H0ðtþdteÞ Sa�h1aq2ap3aðq2q3D0 þ q2p3D�2t þ p2q3D�2t þ p2p3D2t�2tÞ eioadte

(69)
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Coefficients pk and qk inside the brackets refer to spin 2, which may be at ob

or oa. The spin echo amplitude, V at time 2t + dte is then taken as the trace:

Tr(Sa+Sa�(2t + dte))/Tr(Sa+Sa�). For simplicity, we neglect dipolar evolution

during dte and after retaining detectable in-phase coherences by substituting D2t

with their real parts, cos(at), we arrive at the expression for the echo signal

Vðt; t; dteÞ ¼ h1aq2ap3a½q2q3 þ q2p3 cosðatÞ þ p2q3 cosðatÞh
þp2p3 cosðaðt� tÞÞ
 eioadte

�
a;b

(70)

The term in exp(ioadte) together with all other frequency-dependent factors (p, q, h)
after averaging over oa,b produces the spin echo shape, V(dte) so that Eq. (70)

becomes equivalent to Eq. (40). The dipolar modulation in Eq. (70) is represented

by the two terms: ~q3[1 � p2(1 � cos(at))] and ~ p3p2 cos(a(t � t)). The first term
is the well-known formula for the PELDOR/DEER signal [30, 73]. The second

“back-in-time” signal is relatively small if hp3p2ia,b � hp2ia,b. Usually, this is the
case for DEER (but in the single-frequency DEER analog, “2 + 1,” both signals are

comparable [38]). In Eq. (70), there are two more terms that are constant in t: one,
which is time independent, corresponds to unaffected spin B; whereas another term

in cos(at) corresponds to the dipolar signal betweenA spins in the limit of very small

a (when pseudosecular term can be neglected). To fully account for their effects

more detailed calculations have to be carried out, for example ones based on a

modified product operator method as described by Borbat and Freed [35]. Then

Eq. (70) becomes at first somewhat unwieldy (e.g., such as an approximate expres-

sion given by Raitsimring [106]), but it will simplify practically to Eq. (70) when the

“+1” pumping pulse has only a small overlap with the rest of the pulses.

Derivation of the expression analogues to Eq. (70), but for 4-pulse DEER adds

one more step to Eq. (69) doubling the number of terms in dipolar signals to a total

of eight,

VðtÞ / Ba

X8
k¼1

Bbk cosðatkÞ (71)

Table 1 t-Dependent dipolar pathways in four-pulse sequence

k Bk

Standard asymmetric 4-

pulse DEER (t1 � t2)
tk

“Symmetric“ form 4-pulse

DEER (t2 ¼ 2t1 � 2t)
tk

Different definition of time

variable, tk (t ! t1 + t)
tk

(1) q4p3q2 t � t1 t � t t

(2) q4p3p2 t t t + t1
(3) p4p3p2 t + t1 � t2 t � t 2 t1 + t � t2
(4) p4p3q2 t � t2 2t � t t + t1 � t2
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where Ba ¼ h1ap2aq3ap4a. Only four terms in Eq. (71) have a dependence on the

position t of the pump pulse. Table 1 compiles Bbk and respective time variables,

tk defined in different ways for these terms.

The dipolar pathways in the 5-pulse DEER sequence were studied in [171] by

employing a similar approach.We can describe themqualitatively using the data from

Table 1. Signal (1) is the standard 4-pulse DEER signal whereas signals 2–4 are

relatively weak. In the 5-pulse DEER sequence, (2) or (4) are no longer weak, since

the extra pulse 5 following pulse 4 makes p4 greater than p3, thereby suppressing (1)
and developing the 5-pulse dipolar signal (2). Alternatively, the extra pulse may have

position 50 right before pulse 2 and develops (4) due to increased p2 and suppresses (1).
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